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An Improved Channel Shortening Method with Application to
MC-CDMA Systems
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SUMMARY In block transmissions, inter-block interference (IBI) due
to delayed waves exceeding a cyclic prefix severely limits the performance.
To suppress IBI in downlink MC-CDMA systems, this paper proposes a
novel channel shortening method using a time-domain equalizer. The pro-
posed method minimizes a cost function related to equalizer output auto-
correlations without the transmission of training symbols. We prove that
the method can shorten a channel and suppress IBI completely. Simulation
results show that the proposed method can significantly suppress IBI using
relatively less number of received blocks than a conventional method when
the number of users is moderate.
key words: block transmissions, multi-carrier code-division multiple-
access, blind equalization, inter-block interference

1. Introduction

Recent progress in digital broadcasting, wireless LAN and
cellular phone systems demands techniques to process a
larger amount of data at higher speed. Block transmis-
sions have been valuable candidates in these applications.
Orthogonal frequency division multiplexing (OFDM) is a
well-known single-user modulation technique that has ad-
vantages in high data rate transmission in frequency selec-
tive channels [1]. Orthogonal frequency division multiple
access (OFDMA) as an extension of OFDM allows multiple
users to access a wideband channel dynamically, and has
been widely adopted in several standards [2]. Multicarrier
code-division multiple-access (MC-CDMA) [3] is a combi-
nation of OFDM with CDMA for supporting multiple access
communications and has been attracted much attention as a
broadband wireless access technique [4]–[7].

In block transmissions, if the length of a channel im-
pulse response is longer than the length of a cyclic prefix
(CP), which is inserted between blocks, residual inter-block
interference (IBI) severely limits the system performance.
Several IBI suppression techniques have been addressed in
the literatures, such as nonlinear interference cancelers [8],
adaptive antenna arrays [9] and channel shortening using
time-domain equalizers (TEQ) [10], [11]. This paper fo-
cuses on channel shortening methods that shorten the im-
pulse response of the effective channel composed of a phys-
ical channel and a TEQ to within the CP length to suppress
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IBI.
Most of existing channel shortening methods re-

quire the transmission of training signals that waste band-
width [10]. Meanwhile, blind methods without training sig-
nals are attractive because of their high spectral efficiency
[12]–[17]. A pioneering work of blind channel shortening
is Multicarrier Equalization by Restoration of RedundancY
(MERRY) algorithm [12] that has been successfully applied
to single-user OFDM systems. The MERRY algorithm, as
well as most of other blind shortening methods, assumes
that the transmitted time-domain samples are uncorrelated.
In practice, however, the transmitted samples can be highly
correlated [11]. For example, in OFDMA systems, the ex-
istence of null subcarriers causes correlation among trans-
mitted samples; in MC-CDMA systems, a number of sub-
carriers convey a common data symbol, and the resulting
transmitted samples are correlated with each other.

A recent work in [17] has investigated channel short-
ening methods for OFDMA systems, and demonstrated the
potential suitability of the carrier nulling algorithm [14]. On
the other hand, there has been only limited work in [16]
addressing channel shortening for MC-CDMA systems. In
[16], it has been proved that the MERRY algorithm can-
not shorten a channel, while a shortening method based on
second-order statistics of the received signals can shorten
a channel in a single-user MC-CDMA system. Simulation
results, however, revealed that the latter method requires
a large number of received blocks to acquire precisely the
statistics. Therefore, we need an improved channel shorten-
ing method that requires a less number of received blocks in
multiuser environments.

This paper proposes an improved blind channel short-
ening method applicable to MC-CDMA systems. In the
proposed method, TEQ is determined by minimizing a cost
function related to equalizer output autocorrelations. We
prove that the proposed method can shorten the impulse re-
sponse of an effective channel to within the CP length un-
der certain conditions. In simulations, we compare the per-
formance of the proposed method with that of conventional
methods, and discuss pros and cons of these methods.

2. System Model

A baseband discrete-time downlink MC-CDMA system
consisting of K users and N subcarriers is shown in Fig. 1.
The kth user’s data sequence {d(k)

n } is generated at a rate
1/Ts. The following assumption on {d(k)

n } is made:
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Fig. 1 Downlink MC-CDMA system with a TEQ.

AS1) {d(k)
n } is i.i.d with a variance σ2

d and uncorrelated with
{d(l)

n }, l � k.

The kth MC-CDMA user spreads its nth data symbol d(k)
n

over different subcarriers using a preassigned spreading
code in the frequency domain [3]. Let us denote the spread-
ing code assigned to the kth user as s(k) = [s(k)[0] · · · s(k)[N−
1]]T where s(k)[i] ∈ {±1} and the superscript T represents
the transpose of a matrix or vector. We employ orthogonal
spreading codes s(k) that satisfy

s(k)T s(l) =

{
N l = k
0 l � k

. (1)

Then we can write the nth block of chip sequence b(k)
n cor-

responding to the data symbol d(k)
n as

b(k)
n = d(k)

n s(k). (2)

The N × N DFT matrix expressed by F whose (m, n)th ele-
ment is exp( j2πmn/N)/

√
N where m, n = 0, · · · ,N − 1. Ap-

plying N-point IDFT FH to b(k)
n gives a time-domain block

vector

x(k)
n = FHb(k)

n (3)

where the superscript H represents the Hermitian transpose
of a matrix or vector. The CP of length P is added to the
beginning of x(k)

n to obtain the transmitted samples u(k)[i], i =
nQ, · · · , (n + 1)Q − 1, where Q = N + P is the length of a
transmitted block.

Clearly, an element of x(k)
n is correlated with the other

elements of x(k)
n . As mentioned later, this nonzero correla-

tion makes shortening problem to be difficult. It should be
noted that each element of x(k)

n is uncorrelated with elements
of x(k)

m ,m � n, because of the i.i.d. assumption on {d(k)
n }, that

is, the transmitted samples of a block are uncorrelated with
those of different blocks. This property plays an important
role to develop a novel shortening method.

We consider downlink MC-CDMA systems with D re-
ceive antennas. The received signal of the dth antenna is
given by

rd[nQ+i]=
K∑

k=1

M∑
m=0

hd[m]u(k)[nQ+i−m]+wd[nQ+i] (4)

for i = 0, · · · ,Q − 1 and d = 0, · · · ,D − 1, where {hd[i]} is
the impulse response of the dth downlink channel, M is the
order of the channel and {wd[i]} represents channel noise that
is a stationary spatially white Gaussian noise with variance
σ2
w and uncorrelated with the data sequences.

Let us consider a time-domain equalizer (TEQ) that is
an FIR filter of length L. The TEQ output is given by

y[i] =
D−1∑
d=0

L−1∑
l=0

g∗d[l]rd[i − l] = gHri (5)

where g is the TEQ vector of length LD, and the ith received
sample vector of length LD can be written as [15]

ri = H
K∑

k=1

u(k)
i + wi = Hui + wi (6)

where wi is a noise vector of length LD, the ith sampled
channel input vector of length L + M can be expressed as
u(k)

i = [u(k)[i] · · · u(k)[i − (L + M) + 1]]T , an LD × (L + M)
channel matrix H is given by

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h[0] · · · h[M] 0 · · · 0

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0
0 · · · 0 h[0] · · · h[M]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

where h[i] = [h0[i] · · · hD−1[i]]T , and ui =
∑K

k=1 u(k)
i .

Henceforth, the following assumptions are made:

AS2) hd[i] can be modeled as a complex Gaussian variable,
and H has full column rank,

and L+M ≤ N. We further assume that the channel is quasi
static so that the path gains are constant during a long period
of time. The TEQ output can be rewritten as

y[i] = cH
K∑

k=1

u(k)
i + gHwi, (8)

where c is an (L + M) × 1 vector

c = [c[0] · · · c[L + M − 1]]T = HHg (9)

that denotes the impulse response of the effective channel
that is a convolution of a physical channel {hd[i]} and TEQ
{gd[i]}. The purpose of channel shortening is to find g such
that {c[i]} is shorten to within P + 1, i.e.,

c[i] = 0, i = P + 1, · · · , L + M − 1. (10)

We can write TEQ outputs after removing CP in a vec-
tor form as yn =

[
y[nQ + P] · · · y[(n + 1)Q − 1]

]T . Apply-
ing the N-point DFT F to yn, we get the DFT output vector
as

zn = Fyn. (11)
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Frequency-domain equalizer (FEQ) can be represented by a
diagonal matrix V. The output of FEQ is given by

vn = Vzn. (12)

Finally, we get an estimate of d(k)
n by de-spreading the FEQ

output

d̂(k)
n = s(k)T vn. (13)

If the effective channel {c[i]} is shortened to within P+
1, i.e., IBI is suppressed completely, and noise is sufficiently
small, the DFT output becomes

zn = Q
K∑

k=1

d(k)
n s(k) (14)

where Q is a diagonal matrix whose ith diagonal element
is q[i] where q[i] is the frequency gain at ith tone of the
effective channel c. We can see from (14) that inter-carrier
interference (ICI) does not exist in the DFT outputs. Then,
if we use zero-forcing (ZF) FEQ V = Q−1, the kth user’s
estimated symbol becomes

d̂(k)
n =s(k)T VQ

K∑
l=1

d(l)
n s(l)T =s(k)T

K∑
l=1

d(l)
n s(l)=Nd(k)

n . (15)

Then multiple-access interference (MAI) is also cancelled.

3. Conventional Shortening Methods

3.1 MERRY Algorithm

Let us discuss the applicability of MERRY to multiuser MC-
CDMA systems. The MERRY algorithm tries to retrieve
the inherent CP induced cyclostationarity that is disturbed
by multipath propagation, and minimizes the following cost
function subject to the norm constraint of ‖g‖ = 1:

J0(g) = E[|y[nQ + P − 1] − y[nQ + Q − 1]|2]. (16)

The cost function is also written by a matrix form as
J0(g) = gHR̄g where an LD × LD matrix R̄ is given by
R̄ = E[(rnQ+P−1− rnQ+Q−1)(rnQ+P−1− rnQ+Q−1)H]. Under the
norm constraint, J0 is minimized by setting g as the eigen-
vector corresponding to the minimum eigenvalue of R̄.

Taking into account the existence of CP, we can rewrite
the cost function as

J0(g) = gHHibiŪHH
ibig + 2σ2

w (17)

where Hibi consists of the last L + M − P columns of
H and an (L + M − P) × (L + M − P) matrix Ū =

E[(ūnQ−1 − ūnQ+N−1)(ūnQ−1 − ūnQ+N−1)]H where ūi =∑K
k=1[u(k)[i] · · · u(k)[i− (L+M − P)+ 1]]T . When J0 is min-

imized, the first term of the right-hand side in (17) becomes
zero since Hibi has full column rank due to AS2). Then, we
have

ŪHH
ibig = Ūcibi = 0. (18)

where cibi = HH
ibig represents IBI. If Ū has full rank, cibi = 0.

In MC-CDMA systems, the correlation matrix Ū becomes

Ū =
K∑

k=1

(
FH

1 B(k)F1 + FH
2 B(k)F2

)
(19)

where B(k) = E[|d(k)
n |2s(k)s(k)H] = σ2

ds(k)s(k)H is a rank-
one matrix, F1 = [fN−1 · · · fN−(L+M−P)], and F2 =

[fN−P−1 · · · fN−(L+M)], where fl, l = 0, · · · ,N − 1, is the
lth column of F. Since Ū is the sum of 2K matrices of
rank one, the rank of Ū is less than or equal to 2K [18].
If 2K < L + M − P − 1, Ū is rank deficient and (18) has
nontrivial solutions cibi � 0. Thus, an immediate necessary
condition for Ū to have full rank is

K ≥ 1
2

(L + M − P). (20)

This theoretical result suggests that MERRY fails to shorten
a channel when the number of users is small. On the other
hand, when the number of users is large, Ū can have full rank
depending on the used spreading codes, and then MERRY
can shorten a channel properly.

3.2 Channel Shortening Method Based on Uncorrelation
Property among Different Blocks

We briefly explain a conventional shortening method pre-
sented in [16]. For easy understanding, suppose that the
noise can be neglected. In the second-order statistical
method in [16], a TEQ vector g is chosen so that

Řg = 0 (21)

where Ř = E
[
r0[nQ − 1]Γ̌n

]
and Γ̌n is a Δ′ × LD matrix

whose ith row is rH
nQ+P+i, i = 0, · · · ,Δ′ − 1, where Δ′ ≥ L +

M − P − 1. The matrix Γ̌n can be rewritten as

Γ̌n =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rH

nQ+P
...

rH
nQ+P+Δ′−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uH
nQ+P
...

uH
nQ+P+Δ′−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸���������︷︷���������︸

Σ̌n

HH =
[
Σ̌0,n Σ̌1,n

]
HH (22)

where Σ̌0,n consists of the first P + 1 columns of Σ̌n and
Σ̌1,n is the remaining part. Note that Σ̌0,n does not contain
the transmitted samples of the n − 1th block. Due to an
uncorrelation property among different transmitted blocks,
we have

E
[
r0[nQ − 1]

[
Σ̌0,n Σ̌1,n

]]
=
[
0Δ′×(P+1) Φ̌

]
(23)

where Φ̌ = E
[
r0[nQ − 1]Σ̌1,n

]
. Finally, we have Φ̌cibi = 0.

Even in the cases of correlated sources, IBI can be canceled
as long as Φ̌ has full column rank. According to Lemma 5
in [16], it can be shown that Φ̌ has full column rank unless
φN−1,N−1−m = 0,m = 0, · · · ,M, where φi j = E[xn[i]x∗n[ j]]
and xn[i] is the ith entry of xn =

∑K
k=1 x(k)

n .
As explained above, the conventional method (21) can
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shorten a channel in the ideal situation where the received
signal statistics is available. In practice, the ensemble av-
erage in Ř is replaced by the time average. It is desir-
able that satisfactory performance can be obtained using a
small number of blocks because of the practical limitation
of latency and hardware complexity. Simulations in [16] re-
vealed that this method requires a large number of blocks
for time-averaging. This disadvantage comes from the use
of only one sample r0[nQ − 1] to obtain Ř. When the cor-
relation between r0[nQ − 1] and Γ̌n is weak, a large number
of blocks are required to acquire precisely the statistics in
(23). To overcome this disadvantage, we propose an im-
proved method in the next section.

4. Improved Channel Shortening Method

4.1 Basic Idea

We begin by defining the TEQ output autocorrelation ρδ as

ρδ=E[y[nQ−1]y∗[nQ+P+δ]], δ=0, · · · ,Δ−1 (24)

where a time-lag parameter Δ is a positive constant. If a
channel {c[i]} is shortened, the TEQ output y[i] in the ab-
sence of noise can be written as

y[i] =
K∑

k=1

P∑
l=0

c[l]u(k)[i − l]. (25)

In this case, y[nQ − 1] contains transmitted samples
u(k)[i], i = nQ − P − 1, · · · , nQ − 1, and y[nQ + P + δ] con-
tains u(k)[i], i = nQ + δ, · · · , nQ + P + δ. Since y[nQ − 1]
and y[nQ + P + δ] do not share a common transmitted sam-
ple, and the transmitted block is uncorrelated among differ-
ent blocks, the autocorrelation becomes zero ρδ = 0 for all
δ. This observation motivates us to develop a TEQ design
based on ρδ.

Now, we propose the following cost function

J(g) =
Δ−1∑
δ=0

‖E [rnQ−1y
∗[nQ + P + δ]

] ‖2. (26)

Let us define a correlation matrix

Rδ = E
[
rnQ−1rH

nQ+P+δ

]
. (27)

Since E[rnQ−1y
∗[nQ + P + δ]] = Rδg, the cost function can

be rewritten as

J(g) = gH

⎛⎜⎜⎜⎜⎜⎜⎝
Δ−1∑
δ=0

RH
δ Rδ

⎞⎟⎟⎟⎟⎟⎟⎠ g = gHRHRg (28)

where

R =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

R0
...

RΔ−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (29)

Suppose that the minimum of J is zero. Then, if J is min-
imized, we have Rg = 0. This means Rδg = 0 and thus

ρδ = gHRδg = 0 for all δ. What we have to do next is to
prove that a channel can be shortened when J is minimized.
We prove it in 4.2.

Another straightforward choice of the cost function
is

C(g) =
Δ−1∑
δ=0

|ρδ|2 =
Δ−1∑
δ=0

|gHRδg|2. (30)

Clearly, if C = 0, we have ρδ = 0. Interestingly, this cost
function is similar to that of the SAM algorithm [13] ex-
cept that the autocorrelation is defined as a function of time
difference from the timing i = nQ − 1 in C. However, a
difficulty of minimization of C arises from its nonconvexity.
Thus, in the following, we focus on J rather than C.

4.2 Analysis of Shortening Capability

Before we show the main result, we need to define some
matrices. We rewrite the correlation matrix Rδ as Rδ =
HUδHH where Uδ = E

[
unQ−1uH

nQ+P+δ

]
. Let us define an

(L + M)Δ × (L + M) matrix U as

U =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
U0
...

UΔ−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (31)

and let Ũ be an (L+M)Δ× (L+M−P−1) matrix consisting
of the last L+M−P−1 columns of U. Now we can obtain an
important result on the shortening capability of the proposed
method.
Proposition: A channel {c[i]} is shortened to within P + 1
by minimizing J subject to the norm constraint ‖g‖ = 1 if
the following conditions hold:

· AS1) and AS2).
· Noise is negligible.
· Ũ has full column rank.

Proof : The minimum of J is the minimum eigenvalue
of RHR. Since H is tall, the minimum eigenvalue of RHR
is zero. Thus, it is sufficient to prove that c[i] = 0, i = P +
1, · · · , L+M−1, when Rg = 0 holds. The vectors unQ−1 and
unQ+P+δ are given by

unQ−1 =

K∑
k=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u(k)[nQ−1]

...
u(k)[nQ−(L+M)]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (32)

unQ+P+δ =

K∑
k=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u(k)[nQ+P+δ]
...

u(k)[nQ]
u(k)[nQ−1]

...
u(k)[nQ+P+δ−(L+M)−1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (33)

respectively. All entries contained in unQ−1 come from the
n−1th block. Meanwhile, the top P+δ+1 entries of unQ+P+δ
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come from the nth block and the remaining entries from n−
1th block. Owing to AS1), all entries in the first P + δ + 1
columns of Uδ become zero. Thus, U takes the form

U =
[

0 Ũ
]

(34)︸︷︷︸
P+1

︸︷︷︸
L+M−P−1

The matrix R can be written as

R =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H 0
. . .

0 H

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸��������������︷︷��������������︸

H̃

UHH = H̃
[

0 Ũ
]

HH . (35)

Now, we consider Rg = 0. Because H is assumed to have
full column rank due to AS2), H̃ has also full column rank
and we get ŨHH

ibig = 0. Furthermore, since Ũ is assumed
to have full column rank, we have HH

ibig = 0. This implies
c[i] = 0, i = P + 1, · · · , L + M − 1. �

Let us look closely at the matrix Ũ. The nth transmitted
block of the kth user can be represented as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u(k)[nQ]
...

u(k)[nQ + P − 1]
u(k)[nQ + P]

...
u(k)[nQ + Q − 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

fH
N−Ps(k)

...
fH
N−1s(k)

fH
0 s(k)

...
fH
N−1s(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
d(k)

n (36)

where fH
i is the ith row of F. Then, the matrix Uδ can be

written as

Uδ =
K∑

k=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 σ(k)

N−1,N−1 · · ·σ(k)
N−1,N−(L+M−P−δ−1)

...
...

...

0σ(k)
N−(L+M),N−1 · · · σ(k)

N−1,N−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (37)

︸︷︷︸
P+1+δ

where σ(k)
i, j =

(
fH
i s(k)
) (

fH
j s(k)
)∗

. Equation (37) implies that
Uδ depends only on the used spreading codes. For example,
let us consider a special case when K = 1. If Δ = L + M −
P − 1 and

σ(1)
N−i,N−1 � 0 (38)

for any i, 1 ≤ i ≤ L + M, it is clear that Ũ has full column
rank. Thus, the rank of Ũ depends on the used spreading
codes. Note that Δ also influences on the rank of Ũ. There-
fore, when the spreading codes and Δ are given, we can eas-
ily check if Ũ has full column rank. The condition (38) can
be satisfied by some Walsh codes.

The proposed method is similar to the conventional
method described in 3.2 since both methods exploit the
uncorrelation property among different transmitted blocks.
The main difference between these two methods is that, in
the proposed method, the correlation matrix Rδ is obtained
by using LD samples in rnQ−1 rather than only one sample
r0[nQ − 1]. We expect that the increase of the number of

samples leads to the reduction of required blocks for time-
averaging. The validity of this idea is evaluated through sim-
ulation in Sec. 5.

4.3 Implementation

The proposed method consists of the following steps:

Method1:
Step1) Estimate Rδ for δ = 0, · · · ,Δ − 1 by time-averaging

over B0 blocks:

R̂δ =
1
B0

B0∑
n=1

rnQ−1rH
nQ+P+δ. (39)

Step2) According to (29), construct the matrix R̂ using R̂δ.
Step3) Set g as the eigenvector corresponding to the mini-

mum eigenvalue of R̂HR̂.

In our preliminary simulations, we confirmed that a channel
can be shortened by the above procedure. As shown in the
next section; however, we found that its symbol error rate
performance is unsatisfactory. The reason is two-fold. First,
the magnitude of the effective channel ‖c‖ becomes small
and thus the desired component is weakened. Second, the
frequency response of a TEQ is not flat, and this leads to
noise enhancement. In order to overcome these problems,
we put the following constraints:

E[|y[nQ − 1]|2] = 1, (40)

|f̃igd |2 − |f̃ jgd |2 < ε, (41)

for d = 0, · · · ,D − 1, i = 0, · · · ,N − 1, j > i, where
gd = [gd[0] · · · gd[L − 1]]T , f̃i is the 1 × L vector con-
sisting of the first L entries of the ith row of F, ε is a small
positive constant that controls the flatness of the frequency
response of a TEQ. The first constraint prevents to weaken
the desired component in c. Due to the second constraint,
the frequency gain of a TEQ approaches flat. Eventually,
the modified steps are as follows:

Method2:
Step1) and Step2) are the same as in Method1.
Step3) Estimate an autocorrelation matrix by time-

averaging over B0 blocks:

R̂ =
1
B0

B0∑
n=1

rnQ−1rH
nQ−1. (42)

Step4) Solve the following quadratically constrained
quadratic programming (QCQP) problem:

min gHR̂HR̂g (43)

sub. to gHR̂g = 1

gH
(
PT

d f̃H
i f̃iPd − PT

d f̃H
j f̃ jPd

)
g < ε,

d = 0, · · · ,D − 1, i = 0, · · · ,N − 1, j > i

where Pd is an L × LD matrix whose lth row is the lD + dth
row of LD × LD identity matrix. The above QCQP problem
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[19] can be solved using well-known solvers SeDuMi [20]
and YALMIP [21]. We should note that, the norm constraint
does not necessarily hold in Method2. As shown in the next
section, however, Method2 can provide a significant perfor-
mance improvement.

5. Simulation Results

We conducted simulations to evaluate the performance of
the proposed method in the presence of noise, and compared
it with a conventional method in [16], the MERRY algo-
rithm [12], and the receiver without TEQ. Unless otherwise
stated, we used the parameters listed in Table 1. A chan-
nel coefficient hd[i] has the variance σ2

m = λ exp(−αd), d =
0, · · · ,M, where α = 0.1 and λ ensures the unit average en-
ergy. Symbol error rate (SER) is obtained by averaging over
B1 blocks and B2 trials (Each trial has a different channel).
All receivers use zero-forcing FEQs built from the exact
knowledge of the shortened channel after performing chan-
nel shortening. The average received SNR was defined by

SNR =
1

DKQσ2
w

Q−1∑
i=0

D−1∑
d=0

E[|rd[nQ + i]|2]. (44)

Though the FFT size N was set to small to save compu-
tation time, the obtained results are enough to validate our
theoretical results and clarify the differences among various
methods.

First, Fig. 2 shows an example of the impulse response
of the original physical channel and the effective channels
obtained by the proposed method, the conventional method,
and MERRY. We can observe that the proposed method suc-
cessfully shortens a channel to within P + 1.

Next, we consider the effect of channel noise. Fig-
ure 3 illustrates symbol error rate (SER) for various SNR.
From this figure, it can be observed that Method1 has un-
satisfactory performance, while Method2 outperforms the
other methods. SER performance in the absence of IBI (no
IBI) is also depicted in this figure. This curve can be re-
garded as a performance limit. In low SNR region, there is
little room for improvement. Actually, the performance of

Table 1 Simulation specifications.

The number of subcarriers N 16
CP length P 4

The order of physical channels M 7
TEQ filter length L 8

The number of users K 4
The number of antennas D 2

Modulation scheme QPSK
Spreading codes Walsh-Hadamard sequences

Gain flatness parameter ε 0.01
Time-lag parameter Δ,Δ′ L + M − P − 1 = 10

The number of blocks used to
estimate correlation matrices B0 103

The number of blocks used to
evaluate errors for each trial B1 103

The number of trials B2 104

Method2 is almost the same as that of the receiver without
TEQ. In terms of practical use, it should be emphasized that
Method2 provides a significant performance improvement
in high SNR region. Though the performance of Method2
approaches the performance limit, there is still a perfor-
mance gap between them. The reason of this gap is that
the number of blocks used to estimate correlation matrices
is insufficient. Though not shown, we have confirmed that
this gap can be reduced using a larger number of blocks.

Next, SER performances when the number of users
varies is illustrated in Fig. 4, where we set SNR is 30 dB,
relatively high. The performance of the proposed method
is almost the same as that of the conventional method when
the number of users is very small. However, the proposed
method is superior to the conventional one as the number of
users increases. Interestingly, the performance of MERRY
becomes better when the number of users is large. This is
because, as mentioned in 3.1, the matrix Ū can have full
rank when the number of users increases.

Next, we show how the number of blocks B0 used to
estimate correlation matrices effects the performance. Fig-
ure 5 shows SER as a function of B0, where SNR=30 dB.
We can observe from this result that the proposed method
requires a less number of blocks for a target SER. For exam-

Fig. 2 Impulse response magnitude.

Fig. 3 SER versus SNR.
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Fig. 4 SER versus the number of users.

Fig. 5 SER versus the number of blocks used for matrix estimation.

Fig. 6 SER versus time-lag parameter.

ple, to achieve SER of 10−2, the conventional method [16]
requires about 1,000 blocks, while the proposed method re-
quires less than 100 blocks. The performance of MERRY
does not improve even if B0 increases because the matrix Ū
is rank-deficient.

Next, we consider the effect of the time-lag parameter
Δ. Figure 6 illustrates the SER when Δ varies, where SNR
is 30 dB. The performance is almost the same if Δ is more
than 4. Though Δ should be L + M − P − 1 = 10 in the
case of K = 1 as mentioned in 4.2, Δ can be smaller than

Fig. 7 SER versus SNR when orthogonal M-sequences are used.

L + M − P − 1 when K = 6.
Finally, we discuss the effect of the spreading codes.

Figure 7 shows SER for various SNR using the orthog-
onal M-sequences [22]. The performance of the pro-
posed method is almost the same as in the case of Walsh-
Hadamard sequences. It can be observed that Method2 has
SER floor. This is because the number of blocks B0 is in-
sufficient. This suggests that a more data efficient method is
desirable.

6. Conclusions

In this paper, we have proposed a blind channel shortening
method, and applied to downlink MC-CDMA systems. We
proved that the proposed method can shorten a channel and
thus to suppress IBI under certain conditions. By simula-
tions, we have shown that the proposed method requires a
less number of received blocks than a conventional method
in [16], and provides significant performance improvement
comparing to MERRY [12], when the number of users is
moderate. The development of a more data efficient method
remains a challenging issue.
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