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Blind Channel Shortening for Block Transmission of Correlated
Signals

Teruyuki MIYAJIMA†a) and Yoshihisa WATANABE††∗, Members

SUMMARY In block transmission systems, blind channel shortening
methods are known to be effective to reduce the influence of interblock in-
terference which degrades the performance when the length of a channel
impulse response is extremely long. Conventional methods assume that
the transmitted signal is uncorrelated; however, this assumption is invalid
in practical systems such as OFDM with null carriers and MC-CDMA. In
this paper, we consider blind channel shortening methods for block trans-
missions when the transmitted samples within a block are correlated. First,
the channel shortening ability of a conventional method is clarified. Next, a
new method which exploits the fact that the transmitted samples in different
blocks are uncorrelated is introduced. It is shown that the proposed method
can shorten the channel properly under certain conditions. Finally, simu-
lation results of OFDM and MC-CDMA systems are shown to verify the
effectiveness of the proposed method compared with a conventional one.
key words: OFDM, OFDMA, MC-CDMA, cyclic prefix, time-domain
equalizer, inter-block interference

1. Introduction

Block transmission techniques such as OFDM [1], multi-
carrier (MC)-CDMA [2], and single-carrier transmission
with frequency domain equalization [3] is becoming very
popular for high-speed communications especially in wire-
less environments and have been adopted in numerous stan-
dards [4]. In block transmission systems, inter-block in-
terference (IBI) caused by time-dispersive channels can be
avoided as long as the length of cyclic prefix (CP) which
is inserted between data blocks is sufficiently longer than
that of the channel impulse response. However, in the case
where the channel impulse response is extremely long, the
use of a longer CP causes the reduction in bandwidth effi-
ciency. Such a situation can be found in many applications
such as digital subscriber line communications [5], high-
definition television broadcasting [6], and wireless LAN [7].
To avoid using a long CP, a number of approaches have been
explored in the last decade, for example, decision feedback
equalization [8], interference cancellation [6], adaptive ar-
ray antenna [9], [10], and per-tone equalization [11]. How-
ever, these existing approaches have their own merits and
drawbacks, the decisive approach has not been established
yet.
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This paper focuses on the channel shortening approach
which can be viewed as a generalization of linear equaliza-
tion using an FIR filter [5], [12]. This tries to shorten the
impulse response of the effective channel, which is a convo-
lution of a channel and an equalizer, to a prescribed length.
A distinguishable feature of the approach compared to the
others is that its performance is tractable because of the lin-
earity of the system. Channel shortening methods were orig-
inally developed for maximum likelihood sequence estima-
tion and later studied extensively for DSL communications.
In these studies, a channel impulse response is assumed to
be estimated by means of training sequences.

More recently, focus has shifted to blind channel short-
ening methods which have high spectral efficiency because
it requires no training sequences [13]–[23]. The pioneer-
ing work is the Multicarrier Equalization by Restoration of
RedundancY (MERRY) algorithm [14], which aims to re-
store the CP property at time-domain equalizer (TEQ) out-
put and can be implemented by both batch and adaptive al-
gorithm. Some variants of the MERRY algorithm have been
presented [15]–[17]: a modified algorithm was shown to be
superior to the original MERRY algorithm in terms of TEQ
output SINR [17]. Other methods relied on the second-
order statistics (SOS) of the received signals perform well
at the expense of computational complexity [18], [19]. A
less complex SOS method based on the minimum mean
output energy criterion can deal with narrowband interfer-
ence as well [20]. Higher-order statistical methods have
been presented: the sum-squared autocorrelation minimiza-
tion (SAM) algorithm [21] and its simplified version [22]
are adaptive but not global convergent.

In all the above existing methods, it was assumed that
the transmitted time-domain samples before the CP inser-
tion are uncorrelated. However, in many practical situa-
tions,this assumption is invalid. In OFDM systems such as
IEEE 802.11a [4], the transmitted samples before the CP in-
sertion are temporally correlated due to the existence of the
null carriers making a guard band. A similar situation arises
in OFDMA systems [24] where each user uses a subset of
carriers and the remaining carriers can be viewed as null
carriers. Another typical example is an MC-CDMA system
where all carriers convey the same information symbol [2].
To the best of our knowledge, there is only one study on
blind channel shortening dealing with such temporally cor-
related samples [23]. However, this approach is impractical
since the frequency hopping of null carriers is assumed. It
is pointed out in [13] that temporally correlated transmit-
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ted samples may degrade performance. Thus, a new blind
channel shortening method has been desired to deal with
temporally correlated samples.

In this paper, first we clarify the limitation of the con-
ventional MERRY algorithm. It is shown that MERRY fails
to shorten a channel in both OFDM with null carriers and
MC-CDMA since the correlation matrix of highly correlated
samples becomes rank-deficient. Then, we propose a new
blind channel shortening method which is based on the fact
that a time-domain sample is uncorrelated with one in a con-
secutive block even if it is correlated with another ones in
the same block, and analyze its shortenability when applied
to both OFDM with null carriers and MC-CDMA system.
The proposed method computes a TEQ directly from the
second-order statistics of the received signal without chan-
nel estimation. Simulation results are presented to demon-
strate the superiority of the proposed algorithm compared to
the conventional one.

The rest of the paper is organized as follows. In Sect. 2,
we first describe a block transmission model and then de-
scribe the performance of the MERRY algorithm in Sect. 3.
Section 4 presents a new method and discusses the applica-
bility to practical systems. Simulation results are shown in
Sect. 5.

2. Problem Formulation

We consider a single-user SIMO block transmission system
with multiple antennae and an equalizer at the receiver as
shown in Fig. 1. Let the ith time-domain sample block of
length N before the CP insertion be xi = [x0[i] · · · xN−1[i]]T

where the superscript T represents the transpose of a matrix.
Throughout the paper, the correlation property of the time-
domain samples is assumed to be

E
[
xn[i] x∗n′ [i

′]
]
=

{
φnn′ i = i′
0 i � i′ . (1)

This assumption means that a time-domain sample xn[i] is
correlated with another one xn′ [i] in the same block but un-
correlated with ones xn′ [i′] in a different block. In multi-
carrier systems, the time-domain block can be obtained by
xi = Fsi where F is a unitary IFFT matrix whose (l, l′)th el-
ement is exp{ j2π(l − 1)(l′ − 1)/N}/√N for l, l′ = 1, · · · ,N,
and si is the ith data block of length N. In OFDM systems,
elements sn[i] of the data block si are either a data symbol
or zero which corresponds to a null carrier; in single-user
MC-CDMA systems, si = abi where a is the spreading code

Fig. 1 SIMO block transmission model.

vector and bi is a data symbol. Throughout the paper, we
assume that the data symbols, {sn[i] � 0} or {bi}, are uncor-
related with each other; then the assumption in (1) holds.
For the later convenience, we define Φ = E[xixH

i ] whose
(n, n′)th element is φnn′ .

In block transmission systems using CP, the last P ele-
ments of xi are added to its beginning to form the ith trans-
mitted block ui whose nth element is uiQ+n = x(n+N−P)N [i]
for n = 0, · · · ,Q − 1 where (m)N is the residue of m mod-
ulo N and Q = N + P. Then, the received signal of the dth
antenna can be expressed as

rd(t) =
∞∑

k=−∞
ukhd(t − kTs) + wd(t) (2)

for d = 1, · · · ,D, where hd(t) is the impulse response of
the original channel, which includes transmitter and receiver
filters as well as the physical channel, D is the number of
antennae, wd(t) is a stationary spatially white Gaussian noise
and uncorrelated with the information sequence, and Ts =

TQ/Q where TQ is the duration of the transmitted block with
CP. We assume that hd(t) has finite support [0, (M + 1)Ts)
where M is an integer and assumed to be M ≤ N.

The received signals rd(t) are sampled at t = kΔ where
Δ = Ts/O and the integer O is the over-sampling factor. The
resulting discrete signal at the dth antenna can be written as

rd[lO + k] =
M∑

m=0

hd[mO + k]ul−m + wd[lO + k] (3)

for k = 0, · · · ,O − 1, where rd[k] = rd(kΔ), hd[k] = hd(kΔ),
and wd[k] = wd(kΔ). The sampled noise wd[k] is assumed to
have the following correlation property:

E
[
wd[k] w∗d′ [k

′]
]
=

{
σ2
w d = d′ and k = k′

0 otherwise
. (4)

We will discuss the validity of the assumption later. In order
to obtain a vector model, let us define the received sample
vector of length LDO

r[k] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

rk

rk−1
...

rk−L+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= Hu[k] + w[k] (5)

where rk = [r̄T
kO · · · r̄T

(k+1)O−1]T , r̄k = [r1[k] · · · rD[k]]T ,
u[k] = [uk · · · uk−(L+M)+1]T , w[k] = [wT

k · · · wT
k−L+1]T ,

wk = [w̄T
kO · · · w̄T

(k+1)O−1]T , w̄k = [w1[k] · · ·wD[k]]T , and
the LDO × (L + M) channel matrix H is

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h[0] · · · h[M] 0 · · · 0

0
. . .

. . .
. . .

...
...
. . .

. . .
. . . 0

0 · · · 0 h[0] · · · h[M]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)

where h[i] = [h̄T
iO · · · h̄T

(i+1)O−1]T , h̄k = [h1[k] · · · hD[k]]T ,
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and M + 1 is the length of the discrete channel impulse re-
sponse. While intersymbol interference caused in the dis-
persive channel can be rejected due to CP if M ≤ P, residual
interference called interblock interference (IBI) degrades
performance if M > P.

To cancel the IBI, a linear equalizer is employed. Let
g = [g0 g1 · · · gLDO−1]T be the parameter vector of an equal-
izer. The output of the equalizer is given by

yk = gHr[k] = cHu[k] + gHw[k] (7)

where the superscript H represents the conjugate transpose
of a matrix and

c = HHg = [c0 c1 · · · cL+M−1]T . (8)

The vector c represents the impulse response of the effective
channel consisting of the original channel and equalizer. We
call the equalizer g time-domain equalizer (TEQ) though the
use of multiple antennae since the effective channel can be
regarded as a time-domain system. Our goal is to find a
vector g using only the channel output such that c becomes
zero except consecutive P + 1 elements to cancel IBI.

3. Performance Limits of Conventional Method

3.1 MERRY Algorithm

The MERRY algorithm [14] is originally a stochastic gradi-
ent algorithm minimizing the cost function given by

Jδ (g) = E
[
|yiQ+P−1+δ − yiQ+Q−1+δ|2

]
(9)

where δ ∈ {0, 1, · · · ,Q − 1} is a decision delay parameter
and E [·] represents the ensemble average. To avoid the triv-
ial solution g = 0, the norm constraint ‖g‖ = 1 is imposed.
The cost function can be rewritten by Jδ (g) = gHRδg where
Rδ = E[r̃[i]r̃H[i]] and r̃[i] = r[iQ+P−1+δ]−r[iQ+Q−1+δ].
Then, the vector g minimizing the cost function under the
norm constraint is an eigenvector corresponding to the min-
imum eigenvalue of Rδ. Hence, a batch algorithm is avail-
able, in which Rδ is estimated by time-averaging and then
eigendecomposition is performed. Throughout the paper,
for simplicity, we assume that δ = 0. In this case, due to the
existence of CP, R0 becomes

R0 = H
[

0P×P 0P×(L+M−P)

0(L+M−P)×P R̃u

]
HH

where 0m×n is the m×n zero matrix and R̃u is the (L+M−P)×
(L+M−P) matrix whose (l, l′)th element is r̃ll′ = E[(uiQ−l−
uiQ+N−l)(uiQ−l′ − uiQ+N−l′ )∗] for l, l′ = 1, · · · , L + M − P.

3.2 Uncorrelated Signal Case

Let us consider the case where transmitted samples xn[i] are
uncorrelated. In [17], a sufficient condition in order for the
IBI component to be canceled perfectly by the MERRY al-
gorithm has been derived. Here, we give a necessary and
sufficient condition as follows:

Proposition 1: Assume that φnn′ = 0 for n � n′, and σ2
x

for n = n′. Let Hibi be the LDO × (L + M − P) matrix
consisting of the last L + M − P columns of H. If and only
if rank(Hibi) < LDO, HH

ibig = 0 by minimizing J0.

Proof: Taking into account the assumption on the
statistics of the transmitted samples, the cost function can
be rewritten as

J0(g) = 2σ2
xgHHibiHH

ibig + 2σ2
w. (10)

The first term in the right-hand side corresponds to the mag-
nitude of HH

ibig = cibi = [cP · · · cL+M−1]T . When rank(Hibi) =
LDO, HibiHH

ibi becomes positive definite. Then, J0(g) > 2σ2
w

for any g � 0. This implies cibi � 0 even if J0 is minimized.
On the other hand, when rank(Hibi) < LDO, there exists
g � 0 such that HH

ibig = 0 and then J0 is minimized. This
means that cibi = 0, i.e. IBI can be canceled, by minimizing
J0. �

The condition rank(Hibi) < LDO can be satisfied when
L+M−P < LDO which is also easily satisfied by increasing
the number of antennae D or the over-sampling factor O.

As mentioned in Sect. 2, when the CP of length P is
used, the impulse response length is allowed to be P + 1 to
avoid IBI. However, the impulse response of the effective
channel obtained by MERRY is of length P which is short
by one.

Note that the MERRY algorithm does not ensure the
remaining (desired) part of c, i.e., cdes = [c0 · · · cP−1]T , is
nonzero. A simple idea to prevent cdes = 0 is to select g
from the nullspace of HH

ibi such that the TEQ output power
is larger than σ2

w since E[|yk |2] = σ2
x‖cdes‖2 + σ2

w.

3.3 Correlated Signal Case

Next, we consider the case where a transmitted sample xn[i]
is correlated with another sample xn′ [i] in the same block.
In this case, the cost function can be written as

J0(g) = gHHibiR̃uHH
ibig + 2σ2

w. (11)

When Q ≥ L+M, the (l, l′)th element of R̃u can be expressed
as

r̃ll′ = φN−l,N−l′ + φN−P−l,N−P−l′ (12)

since E[uiQ−lu∗iQ+N−l′] = 0.
We can now give a sufficient condition in order for

MERRY to cancel IBI when the transmitted samples within
a block before the CP insertion are correlated.

Proposition 2: If Hibi has full column rank and R̃u has full
rank, cibi = 0 by minimizing J0.

Proof: From the assumption, it follows that

rank(HibiR̃uHH
ibi) = L + M − P < LDO. (13)

By minimizing J0, we obtain an eigenvector g such that
HibiR̃uHH

ibig = 0. Then, cibi = HH
ibig = 0 since HibiR̃u has

full column rank. �
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On the other hand, when Hibi has full column rank but
R̃u does not have full rank, we obtain g by minimizing J0

such that R̃uHH
ibig = R̃ucibi = 0. Since R̃u does not have

full rank, the above system has a nontrivial solution cibi � 0.
Thus, in this case, we might fail to cancel the interference.

It follows from a well-known result concerning blind
identification [25] that Hibi has full column rank if∑M

m=0 h[m]z−m � 0 for all z. Meanwhile, the rank of R̃u

depends on the statistical property of the transmitted signal.
We now show that R̃u can be rank-deficient in both OFDM
with null carriers and MC-CDMA.

Proposition 3: Consider an OFDM system where Nc < N
carriers are used. Suppose Q ≥ L + M. If Nc < L + M − P,
R̃u does not have full rank.

Proof: See Appendix A.
This suggests that MERRY might fail to shorten properly
when the channel impulse response is long.

Proposition 4: Consider a single-user MC-CDMA sys-
tem. Suppose that Q ≥ L+M and L+M − P > 2. Then, R̃u

does not have full rank.

Proof: See Appendix B.
Though we focus on a single-user system to show in a sim-
ple way that the performance of MERRY is limited, this re-
sult could be applied to a multiuser MC-CDMA downlink
transmission as long as a the number of users is small. More
consideration such as an extension to an uplink transmission
is out of the scope of this paper.

4. Channel Shortening for Correlated Signals

Now we propose a new blind channel shortening method
using the property in Eq. (1), i.e., a time-domain information
block is uncorrelated with different blocks.

4.1 Principle

We assume that the block synchronization is perfect. Let
R̃ be a matrix which consists of the received signal vectors
over time interval from iQ + P to iQ + P + J − 1:

R̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rH[iQ + P]

...
rH[iQ + P + J − 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (14)

Denote Ũ and W̃ as the corresponding matrices consisting
of the transmitted samples and noise vectors:

Ũ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
uH[iQ + P]

...
uH[iQ + P + J − 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (15)

W̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
wH[iQ + P]

...
wH[iQ + P + J − 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (16)

Then we have

Fig. 2 Structure of matrix Ũ.

R̃ = ŨHH + W̃. (17)

In Fig. 2, the structure of Ũ is illustrated. The shaded part
consists of the signals from the ith block and the white part
consists of ones from the i − 1st block. The diagonal ele-
ments of the top right square matrix, depicted by circles, are
uiQ−1.

Let us consider the correlation of R̃ and a received sam-
ple r1[(iQ − 1)O] defined by

R = E
[
r1[(iQ − 1)O] R̃

]
. (18)

The received sample r1[(iQ − 1)O] can be written as

r1[(iQ−1)O]=
M∑

m=0

h1[mO]uiQ−1−m+w1[(iQ−1)O] (19)

Note that r1[(iQ − 1)O] contains the transmitted samples of
the i − 1st block, not ith block and later. As shown in Fig. 2,
the i−1st block components are not included in the first P+1
columns and the last J − L − M + P + 1 rows of Ũ. Hence
we may write

E[r1[(iQ − 1)O]Ũ] =

[
0 A
0 0

]
(20)

︸︷︷︸
P+1

︸︷︷︸
L+M−P−1

where a square matrix A has the following property:

Lemma 5: When J ≥ L + M − P − 1 and
∑M

m=0 h1[mO]
φN−1,N−1−m � 0, A has full rank.

Proof: When J ≥ L + M − P − 1, A is an (L +
M − P − 1) × (L + M − P − 1) upper triangle matrix and
its diagonal elements are ad = E[r1[i(Q − 1)O]uiQ−1] =∑M

m=0 h1[mO]φN−1,N−1−m. Since ad � 0 from the assump-
tion, A has full rank. �
Then we have

R =
[

0 A
0 0

]
HH + E[r1[(iQ − 1)O]W̃]. (21)

We can now establish the main channel shortenability
result.

Theorem 6: Let H̃ibi be the LDO× (L+M − P− 1) matrix
obtained by deleting the first P + 1 columns of H. When
J ≥ L + M − P − 1, L < P + 2, rank(H̃ibi) < LDO, and∑M

m=0 h1[mO]φN−1,N−1−m � 0, the length of the effective
channel impulse response is shorter than or equal to P + 1
by using g such that Rg = 0.
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Proof: The received sample r1[(iQ − 1)O] includes a
noise component w1[(iQ − 1)O] which is also included in
riQ−1. If L < P + 2, riQ−1 is not included in R̃ and thus the
second term in the right-hand side of Eq. (21) becomes zero.
Then we have R = AH̃H

ibi. Since the matrix A has full rank
according to Lemma 5,

rank(R) = rank(H̃ibi) < LDO. (22)

The dimension of the nullspace of R is LDO−rank(H̃ibi) >
0. Thus, g can be chosen from the nullspace of R, and then
IBI becomes H̃ibig = [cP+1 · · · cL+M−1]T = 0. �

The received sample r1[(iQ − 1)O] is not the only
choice in our method. We can use the other received sample
rd[(iQ − l)O + k], 1 ≤ l ≤ Q, k = 0, · · · ,O − 1, d = 1, · · · ,D,
which contains the transmitted samples of the i − 1st block,
not ith block and later.

The condition rank(H̃ibi) < LDO can be easily satisfied
by increasing D or O so that H̃ibi can be tall, i.e., L + M −
P − 1 < LDO. The condition J ≥ L + M − P − 1 can be
also satisfied by a moderately large J. These two conditions
require a rough estimate of M. It is not difficult to estimate
M roughly by using AIC or MDL which are popular tools
in blind receivers [26]. Though, if L ≥ P + 2, the noise
component remains, it might not be serious as demonstrated
in our simulation since the contribution of the noise on R is
very little.

4.2 Application to OFDM Systems

The time-domain block in OFDM systems can be written as
xi = Fsi where si = [s0[i] · · · sN−1[i]]T is the data block
vector and F is the IFFT matrix. If all N carriers are used,
the autocorrelation of the time-domain block becomes Φ =
E[xixH

i ] = FE[sisH
i ]FH = σ2

sI, that is, φnn′ = σ
2
s for n = n′

and 0 otherwise. Then, the diagonal element of A becomes

ad =

M∑
m=0

h1[mO]φN−1,N−1−m = h1[0]σ2
s . (23)

Hence if h1[0] � 0 the proposed method can work.
Next, consider an OFDM system where Nc < N car-

riers are used. Without loss of generality, we assume that
null carriers are placed at the tail of the data block, si =

[s0[i] · · · sNc−1[i] 0 · · · 0]. Then we have Φ = E[xixH
i ] =

σ2
sF̃F̃H where F̃ is composed of the first Nc columns of F.

Then the diagonal element of A is

ad = σ
2
s

M∑
m=0

h1[mO]

⎛⎜⎜⎜⎜⎜⎜⎝ 1
N

Nc−1∑
l=0

e− j 2π
N lm

⎞⎟⎟⎟⎟⎟⎟⎠ . (24)

Suppose that the channel coefficients {hd[k]} can be mod-
eled as complex Gaussian variables, then the probability that
ad = 0 is zero. In this sense, the proposed method can be
applied to OFDM systems.

4.3 Application to MC-CDMA System

Let us consider a single-user MC-CDMA system where the

time-domain block is given by xi = Fsi where si = abi,
a is the spreading code of length N, and bi is the ith data
symbol. Autocorrelation matrix of xi can be written as Φ =
E[xixH

i ] = σ2
bff

H where f = Fa and σ2
b = E[|bi|2]. Then, the

diagonal elements of A is

ad = σ
2
b fN−1

M∑
m=0

h1[mO] fN−1−m (25)

where fl, l = 0, · · · ,N − 1, is the lth element of f. If {hd[k]}
can be modeled as complex Gaussian variables, the proba-
bility that ad = 0 is zero unless fN−1 = 0. In this sense, the
proposed method works in MC-CDMA.

4.4 Algorithm

A batch processing algorithm based on the above principle
is detailed next. The ensemble average in (18) is evaluated
by the time average over B blocks.

Step1) Construct matrices R̃[i], i = 0, · · · , B − 1 from the
received signal vector.

R̃[i] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rH[iQ + P]

...
rH[iQ + P + J − 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .

Step2) Obtain the estimate of R by time-averaging.

R̂ =
1
B

B−1∑
i=0

r1[i(Q − 1)O]R̃[i].

Step3) Compute the singular value decomposition of R̂,
R̂ = Q1ΣQH

2 , and the last column vector of QH
2 is set

to g.

5. Simulation

In this section, we show computer simulation results illus-
trating the performance of the proposed algorithm in both
OFDM and MC-CDMA systems. The number of receive
antennae was D = 2. Channel coefficients {hd[i]} were in-
dependent zero-mean complex Gaussian random variables
with unit variance†. The information bits were mapped onto
QPSK symbols. The received SNR per antenna was defined
by

SNR =
1

QDOσ2
w

QO−1∑
k=0

D∑
d=1

E[|r̃d[k]|2] (26)

where r̃d[k] is the noiseless received sample. Unless other-
wise stated, we set SNR=40 [dB], N = 16, P = 4, M = 8,

†Independent channel coefficients are useful to verify if the
proposed method works. Even if the coefficients are not indepen-
dent, which may arise in certain wireless systems, the proposed
method works as long as the conditions presented in Theorem 6
are satisfied.
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L = 8, O = 1, J = 12, and B = 50, 000. Though the
FFT size N was set to small to save computation time, the
obtained results are enough to validate our theoretical re-
sults. The SNR is rather high to show the superiority of the
proposed algorithm clearly. The performance measure was
SINR defined as [18]:

SINR =
E
[
|cH
δ∗uδ∗ [k]|2

]
E
[
|yk − cH

δ∗uδ∗ [k]|2
] (27)

where cδ = [cδ · · · cδ+P]T , uδ[k] = [uk−δ · · · uk−δ−P]T and
δ∗ = arg maxδ ‖cδ‖2. Thus cδ∗ represents the signal com-
ponent consisting of the consecutive P + 1 samples which
has the largest contribution to the output power. Both SNR
in (26) and SINR in (27) can be calculated if g,H and the
statistics of {uk} and {wd[k]} are available. SINR obtained by
(27) was averaged over 100 different trials. The TEQ output
SINR is an appropriate measure to evaluate the IBI rejection
performance of blind TEQ since it reflects residual IBI.

5.1 OFDM

First we consider an OFDM system where the first Nc carri-
ers are used and the remaining N − Nc carriers are unused.
Unless otherwise stated, we set Nc = 10. In Fig. 3, the ex-
ample of the impulse response of original channels from the
transmitter to receive antenna 1 and 2, and those of the short-
ened effective channels obtained by the MERRY algorithm
and proposed algorithm are shown. In this case, R̃u does
not have full column rank since Nc < L + M − P = 12.
As is seen, while MERRY fails to shorten the channel, the
proposed algorithm can shorten the channel to P + 1 suc-
cessfully. Figure 4 shows average SINR characteristics. The
receiver without a TEQ has poor performance especially at
high SNR due to residual IBI. The proposed algorithm can
achieve a higher SINR than MERRY.

The average SINR performance of both the proposed
and MERRY algorithm as a function of Nc is shown in
Fig. 5. The performance of MERRY is poor when Nc <
L + M − P = 12 due to the rank-deficiency. Though when
Nc ≥ 2 the performance of the proposed algorithm is satis-
factory, it becomes worse as Nc increases. This is due to the
inaccuracy of the estimated R by an insufficient number of
blocks. More blocks are required as Nc increases.

Figure 6 displays the average SINR varied over B, the
number of blocks used to estimate the matrix R, when SNR
is 20 dB. It can be observed that the performance of MERRY
is poor and that of the proposed algorithm becomes better
as B increases. This result suggests that the proposed algo-
rithm requires a large number of blocks to achieve excellent
performance.

In Fig. 7, the average SINR of the proposed algorithm
as a function of TEQ taps per antenna L is shown and that of
MERRY is also shown. The performance of MERRY is poor
when L > 6 and L < 4 since R̃u does not have full column
rank when L > Nc − M + P = 6 and Hibi does not have full
column rank when L < M − P = 4. It can be observed that

Fig. 3 Example of impulse response of original channel and shortened
effective channels in OFDM system with null carriers.

Fig. 4 SINR characteristics of various methods in OFDM system with
null carriers.

Fig. 5 SINR versus number of subcarriers Nc.

the performance of the proposed algorithm is satisfactory
when L ≥ 4, which ensures rank(H̃ibi) < LDO = 8.

5.2 MC-CDMA

Next, we show the results of a single-user MC-CDMA sys-



MIYAJIMA and WATANABE: BLIND CHANNEL SHORTENING FOR CORRELATED SIGNALS
3101

Fig. 6 SINR versus number of blocks B.

Fig. 7 SINR versus number of taps per antenna L.

Fig. 8 Example of impulse response of original channel and shortened
effective channels in MC-CDMA system.

tem. The element of the spreading code a takes a value
{+1,−1} randomly. The spreading factor is N = 16. Av-
erage SINR was obtained by averaging over 100 different
channels and codes. The impulse responses and SINR per-
formance are shown in Figs. 8 and 9, respectively. As in
the case of OFDM with null carriers, while MERRY does
not work, the proposed algorithm can shorten the channel

Fig. 9 SINR characteristics of various methods in MC-CDMA system.

Fig. 10 FEQ output SINR characteristics of various methods in OFDM
system with null carriers.

Fig. 11 FEQ output SINR characteristics of various methods in
MC-CDMA system.

within P + 1 and achieve excellent SINR performance.

5.3 FEQ Output SINR

Finally, we consider a total performance of a receiver in-
cluding TEQ and FEQ (frequency-domain equalizer). To
obtain an FEQ, the effective channel impulse response is re-
quired. One approach might be blind channel estimation
[27]. However, if we use these methods in conjunction with
our TEQ, the performance of the TEQ cannot be evaluated
clearly due to channel estimation error. Thus, we used the
ideal channel impulse response. The FEQ output SINRs in
OFDM with null carriers and MC-CDMA system are shown
in Figs. 10 and 11, respectively, where a zero-forcing FEQ
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was employed. The results show that the performance of the
proposed method is still better than MERRY.

6. Conclusion

In this paper we have considered blind channel shortening
for correlated signals. The channel shortening capabilities
of the conventional MERRY algorithm are limited when
it is applied to both an OFDM with null carriers and an
MC-CDMA system. It is shown that the proposed short-
ening method using the correlation property of the transmit-
ted samples can be applied to both an OFDM and an MC-
CDMA system under certain conditions. Simulation results
verify the theoretical expectations and show the superiority
of the proposed algorithms over a conventional one.

The assumption on the noise statistics in (4) is not al-
ways valid due to the effect of receive filters when O > 1.
If the statistics of the noise can be obtained, the contribu-
tion by noise to Jδ or R can be estimated. Then, we obtain
the same results as Propositions 1 and 2 and Theorem 6 by
subtracting the noise contribution from Jδ or R, respectively.

As shown in the simulation results, the proposed algo-
rithm requires a large number of data blocks to achieve a
satisfactory level of performance. To overcome this disad-
vantage is a challenging problem. Moreover, the proposed
algorithm requires synchronization of the transmitted block.
A simple blind synchronization method in [17] could be use-
ful. A development of a precise synchronization method is
an important issue.
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Appendix A: Proof of Proposition 3

When Q ≥ L + M, from Eq. (12), R̃u = E
[
uQ−1[i −

1]uH
Q−1[i − 1]

]
+ E

[
uN−1[i]uH

N−1[i]
]

where uk[i] =

[uiQ+k · · · uiQ+k−(L+M−P)+1]. Let us define two ma-
trices FH

1 = [fH
N · · · fH

N−(L+M−P)+1] and FH
2 =

[fH
N−P · · · fH

1 fH
N · · · fH

N−(L+M−N)+1] where fl, l = 1, · · · ,N, is
the lth row of F. Using them, we have uQ−1[i − 1] = F1si−1

and uN−1[i] = F2si. Then, we have
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R̃u = F1RsFH
1 + F2RsFH

2 (A· 1)

where Rs = E
[
sisH

i

]
is a diagonal matrix. In OFDM with

null carriers, the lth diagonal element of Rs is σ2
s for l ∈ C

and 0 otherwise where σ2
s is the variance of {sk[i] � 0} and

C is the set of the indexes of carriers used. Since R̃u can
be rewritten as R̃u = [(F1Rs) (F2Rs)][(F1Rs) (F2Rs)]H/σ2

s ,
rank(R̃u) = rank([(F1Rs) (F2Rs)]). The lth column of F1Rs

is the lth column of F1 multiplied by σ2
s for l ∈ C and a

zero vector otherwise. The rank of F1Rs is equal to that
of a matrix composed of the lth columns of F1 for l ∈ C.
This matrix is an (L + M − P) × Nc Vandermonde matrix

whose (n,m)th element is
(
e− j 2π

N im
)n−1

, where im is the index
of the mth used carrier, and thus has full column rank if
L + M − P ≥ Nc. Thus, the rank of F1Rs is also Nc. Since
the ith column of F1 and that of F2 are linearly dependent,
rank([(F1Rs) (FH

2 Rs)]) = rank(FH
1 Rs). Thus, if Nc < L +

M − P, R̃u whose rank is Nc is rank-deficient. �

Appendix B: Proof of Proposition 4

Define σ2
b = E[|bi|2]. Then we have Rs = σ

2
baaH . From

Eq. (A· 1), rank(R̃u) ≤ rank(F1aaHFH
1 ) +rank(F2aaHFH

2 ).
Since rank(FlaaHFH

l ) = 1 for l = 1, 2, R̃u is rank-deficient if
L + M − P > 2. �
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