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Asynchronous NOMA Downlink Based on Single-Carrier
Frequency-Domain Equalization

Tomonari KURAYAMA†, Student Member, Teruyuki MIYAJIMA†a), and Yoshiki SUGITANI†, Members

SUMMARY Non-orthogonal multiple access (NOMA) allows several
users to multiplex in the power-domain to improve spectral efficiency. To
further improve its performance, it is desirable to reduce inter-user inter-
ference (IUI). In this paper, we propose a downlink asynchronous NOMA
(ANOMA) scheme applicable to frequency-selective channels. The pro-
posed scheme introduces an intentional symbol offset between the multi-
plexed signals to reduce IUI, and it employs cyclic-prefixed single-carrier
transmission with frequency-domain equalization (FDE) to reduce inter-
symbol interference. We show that the mean square error for the FDE
of the proposed ANOMA scheme is smaller than that of a conventional
NOMA scheme. Simulation results show that the proposed ANOMA with
appropriate power allocation achieves a better sum rate compared to the
conventional NOMA.
key words: asynchronous non-orthogonal multiple access, single-carrier
transmission with frequency-domain equalization, frequency-selective
channels, inter-user interference reduction

1. Introduction

Non-orthogonal multiple-access (NOMA) has recently
drawn significant interest for its ability to increase system
throughput by allowing multiple users to share the same
spectrum resource simultaneously [1]. Due to its attractive
features, NOMA is a potential candidate for future wireless
networks, where high spectral efficiency, massive connectiv-
ity, and low latency will be required to support various types
of services [2]. In power-domain NOMAdownlink, multiple
signals are multiplexed at the base station (BS) and then sep-
arated at the user equipment (UE) based on the successive
interference cancelation (SIC) principle [3]. As such, the
interference among multiplexed signals, called inter-user in-
terference (IUI), seriously limits the performance of NOMA.

To date, several studies have been conducted on the
performance improvement of NOMA subject to IUI [4]. In
[5], [6], multiple-antenna and beamforming techniques were
employed to efficiently utilize spatial domain resources. In
[7], the integration of NOMA and cooperative relaying was
investigated to extend communication coverage. In [8], [9],
resource allocation and user scheduling for NOMA were
considered to improve spectral efficiency. Although these
techniques can improve the performance of NOMA, they do
not directly reduce IUI. If we can reduce IUI, we can expect
further performance improvements.
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Recently, several attempts on a simple IUI reduction
approach by asynchronous NOMA (ANOMA) have been
made [10], [11]. In downlink ANOMA, an intentional sym-
bol offset is introduced between themultiplexed signals at the
BS. The idea of an intentional timing offset is not new, and
it has been successfully applied to various communication
scenarios [12], [13]. Also, in ANOMA, it was shown that the
IUI component in the correlator output at aUE can be smaller
than that in conventional synchronous NOMA [10], [11].

In [10], [11], the authors considered ANOMA in
frequency-flat channels. When ANOMA is applied to wide-
band communications over frequency-selective channels,
which are subject to inter-symbol interference (ISI), orthog-
onal frequency division multiplexing (OFDM) could be a
natural choice to combat ISI. However, the ANOMA pre-
sented in [10], [11] cannot be applied to OFDM because the
intentional symbol offset results in a phase shift and pro-
vides no IUI reduction. To overcome this issue, the authors
in [14] considered intentional frequency offsets between the
subcarriers of the multiplexed OFDM signals in frequency-
flat channels and showed that IUI could be reduced. How-
ever, it is not clear how to apply this method to the case
of frequency-selective channels. To the authors’ knowledge,
there have been no detailed studies on ANOMA applicable
to frequency-selective channels.

In this paper, we propose a downlink ANOMA scheme
in which single-carrier transmission with frequency domain
equalization (SC-FDE) is adopted to enable the reduction
of both IUI and ISI in frequency-selective channels instead
of OFDM. We describe the FDE design based on the mini-
mum mean square error (MMSE) criterion and demonstrate
its superiority in terms of MSE performance compared to
conventional synchronous NOMA. We also present a power
allocation scheme that considers IUI reduction due to time
asynchrony, and we show that it can help improve the sum
rate through simulation.

Throughout this paper, we use the following notations:
(·)T , (·)H , and ‖·‖ denote the transpose, Hermitian transpose,
and norm of a vector or matrix, respectively. E[·] represents
the ensemble average. IN denotes the N × N identity matrix.
[A]n and [A]n,n denote the n-th row vector and (n,n)-th
element of matrix A, respectively. (a)n denotes the vector
obtained by removing the n-th element of vector a.

2. System Model

We consider a downlink ANOMA system consisting of a BS

Copyright © 2022 The Institute of Electronics, Information and Communication Engineers
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Fig. 1 Block diagram of the proposed downlink ANOMA scheme.

with a single antenna and two UEs, each equipped with a
single antenna, as shown in Fig. 1. We assume that UE1
is closer to the BS than UE2 and uses SIC to remove the
signal intended for UE2. We also assume that each channel
between aUE and the BS is frequency-selective andmodeled
as a finite-impulse response filter. The BS and each UE have
their perfect channel-state information. We employ the SC-
FDE with cyclic prefix (CP) to compensate for the effect of
the ISI caused by the channel.

2.1 Transmitter

Here, we explain the signal processing at the BS to send data
symbols for each user. We form the k-th data symbol block
for UEi as

d(k)i , [d
(k)
i,0 · · · d

(k)
i,N−1]

T , (1)

where N is the number of data symbols in a block, and d(k)i,n
is the n-th data symbol of the k-th block of UEi. We assume
that the data symbols d(k)i,n are normalized and independent
of each other, i.e., E[d(k)i,nd(k

′)∗

i′,n′ ] = 1 for k ′ = k, i′ = i,n′ = n,
and 0 otherwise. To avoid inter-block interference (IBI), a CP
of length NCP is added to the beginning of the transmission
block d(k)i . After adding the CP, the transmission block d̃(k)i
can be represented as

d̃(k)i , [d̃i,kQ · · · d̃i,(k+1)Q−1]
T (2)

= [d(k)i,N−NCP
· · · d(k)

i,N−1 | d
(k)
i,0 · · · d

(k)
i,N−1]

T ,

where Q , N + NCP.
Unlike NOMA, a different symbol offset is intentionally

added to the transmitted signal for each UE before the signals
are multiplexed in the power domain. We employ a real-
valued unit energy pulse p(t), which is limited to the interval

Fig. 2 Example of asynchronous transmission signals.

[0,T]. The reason for this limitation is to avoid IBI.
Then, the baseband continuous-time signal intended for

UEi can be written as

xi(t) =
∑
k

Q−1∑
n=0

d̃i,kQ+np(t − (kQ + n)T − τi), (3)

for i = 1,2, where τi is the symbol offset, which is assumed
to be 0 = τ1 < τ2 < T without loss of generality. Finally,
two signals, x1(t) and x2(t), are multiplexed in the power do-
main and transmitted from the BS antenna. The multiplexed
transmitted signal can be expressed as

x(t) =
√

P1x1(t) +
√

P2x2(t), (4)

where Pi is the transmission power allocated to UEi. The
total transmission power of the BS is denoted as P , P1+P2.

Figure 2 shows an example of asynchronous transmis-
sion signals, where a half-sine pulse expressed as p(t) =√

2 sin(πt/T) for 0 ≤ t ≤ T and 0 otherwise [10] is used.
In ANOMA, two signals with a symbol offset difference
∆τ , τ2 − τ1, (0 < ∆τ < T) are multiplexed. Note that
NOMA corresponds to ∆τ = 0.

2.2 Receivers

Here, we explain the signal processing at UEs to detect
the data symbols. After x(t) passes through a frequency-
selective channel, the received signal at UEi is expressed
as

yi(t) =
Li∑
l=0

hi,l x(t − lT) + ni(t), (5)

where hi,l is the l-th coefficient of the impulse response
of the communication channel between the BS and UEi of
order Li , and ni(t) is the additive white Gaussian noise at
UEi with zero mean and power spectral density σ2

i . The
continuous-time received signal is processed by correlators
to convert to discrete-time signals. Because UE1 performs
SIC, it requires two correlators matched to p(t−mT−τ1) and
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p(t−mT −τ2), while UE2 requires one correlator matched to
p(t −mT − τ2). In UEi, the output of the correlator matched
to p(t − mT − τj) is expressed as

yi j ,m =

∫ (m+1)T+τj

mT+τj

yi(t)p(t − mT − τj)dt

=

Li∑
l=0

hi,l xj ,m−l + ni j ,m, (6)

for i = 1,2, where

x1,m ,
√

P1 d̃1,m +
√

P2(ρ∆τ d̃2,m + ρ∆τ−T d̃2,m−1),

x2,m ,
√

P2 d̃2,m +
√

P1(ρ∆τ d̃1,m + ρ∆τ−T d̃1,m+1),

ni j ,m ,
∫ (m+1)T+τj

mT+τj

ni(t)p(t − mT − τj)dt,

ρ∆τ ,

∫ T

0
p(t)p(t − ∆τ)dt. (7)

In (7), ρ∆τ is the autocorrelation of pulse p(t). In xj ,m, the
first and second terms correspond to the desired and IUI
components, respectively. Unlike NOMA, where xj ,m =√

P1d̃1,m +
√

P2d̃2,m, the IUI in xj ,m is distributed over two
consecutive symbols. As discussed later, the distributed
nature of the IUI leads to a reduction in the overall IUI.

To avoid IBI, we assume that Li ≤ NCP. After CP
removal, the k-th received block consisting of the correlator
outputs related to τj at UEi can be expressed as

y(k)i j = Hcir,ix(k)j + n(k)i j , (8)

where

y(k)i j = [yi j ,kQ+NCP · · · yi j ,(k+1)Q−1]
T ,

x(k)j = [xj ,kQ+NCP · · · xj ,(k+1)Q−1]
T ,

n(k)i j = [ni j ,kQ+NCP · · · ni j ,(k+1)Q−1]
T ,

and Hcir,i ∈ C
N×N is a circulant matrix consisting of hi,l

defined by

Hcir,i ,



hi,0 hi,Li · · · hi,1

hi,1
. . .

. . .
...

...
. . . hi,Li

hi,Li

. . .

. . .
. . .

hi,Li · · · · · · hi,0


,

Note that due to the symbol offset, d(k)1,N−NCP
contained in the

top of the current block x(k)1 interfereswith the previous block
x(k−1)

1 . To prevent this interference, although its influence is
very small, we set d(k)1,N−NCP

= d(k−1)
1,0 . Although this reduces

the spectral efficiency, it is negligibly small for large N . As
a result, we can express x(k)j as

x(k)j =

{ √
P1d(k)1 +

√
P2J̄d(k)2 , j = 1,

√
P2d(k)2 +

√
P1Jd(k)1 , j = 2,

(9)

where

J , ρ∆τIN + ρ∆τ−TT,
J̄ , ρ∆τIN + ρ∆τ−TTT ,

T ,


0 1 0
...

. . .

0 0 1
1 0 · · · 0


.

At UEi, the data symbols of UE2 are detected using
FDE, which reduces the effect of ISI. The FDE outputs are
expressed as

z(k)
i2 = FHWH

i2Fy(k)
i2 , (10)

where F is the N-point discrete Fourier transform matrix
defined as

F ,
1
√

N
[f0 · · · fN−1],

fk , [e−j2π
0·k
N · · · e−j2π

(N−1)·k
N ]T ,

and Wi j is the FDE matrix for UE j at UEi. The data de-
tected from z(k)

i2 is denoted by d̂(k)
i2 . At UE1, the IUI replica

generated by d̂(k)12 is subtracted from y(k)11 . Assuming that the
SIC can cancel the IUI successfully, we obtain the IUI-free
signal ỹ(k)11 = Hcir,1

√
P1d(k)1 +n(k)11 . Finally, FDE is performed

for UE1 as

z(k)11 = FHWH
11Fỹ(k)11 . (11)

3. FDE Design

Next, we describe the FDE matrices Wi j based on the mini-
mization of the following mean square error (MSE):

Ji j = E
[
‖z(k)i j −

√
Pjd(k)j ‖

2
]
, (12)

This criterion considers not only the compensation for ISI
but also the reduction of IUI for j = 2.

Let us consider the optimal solution for UE2 ( j = 2).
Equation (12) can be rewritten as follows

Ji2 = E
[
‖WH

i2Fỹ(k)
i2 −

√
P2Fd(k)2 ‖

2
]

(13)

= Tr
(
P2WH

i2FHcir,iHH
cir,iF

HWi2

)
+Tr

(
P1WH

i2FHcir,iRHH
cir,iF

HWi2

)
−Tr

(
P2WH

i2FHcir,iFH
)
− Tr

(
P2FHH

cir,iF
HWi2

)
+Tr

(
P2IN

)
+ Tr

(
σ2WH

i2Wi2

)
,

where R , E
[
Jd(k)i (Jd(k)i )

H
]
= JJH ∈ RN×N becomes



1176
IEICE TRANS. COMMUN., VOL.E105–B, NO.10 OCTOBER 2022

R =



ρ2
∆τ
+ρ2
∆τ−T

ρ∆τρ∆τ−T 0 · · · ρ∆τρ∆τ−T

ρ∆τρ∆τ−T ρ2
∆τ
+ρ2
∆τ−T

ρ∆τρ∆τ−T 0 0
0 ρ∆τρ∆τ−T ρ2

∆τ
+ρ2
∆τ−T

ρ∆τρ∆τ−T 0
...

. . .
. . .

. . .
...

0 0 ρ∆τρ∆τ−T ρ2
∆τ
+ρ2
∆τ−T

ρ∆τρ∆τ−T

ρ∆τρ∆τ−T · · · 0 ρ∆τρ∆τ−T ρ2
∆τ
+ρ2
∆τ−T


.

Note that R becomes the identity matrix in the case of
NOMA. The FDE matrix Wi2 that minimizes the MSE sat-
isfies the following equation:

DW∗
i2

Ji2 =
(
P2ΛiΛ

H
i + P1ΛiΛRΛ

H
i + σ

2
i IN

)
Wi2 − P2Λi

= 0, (14)

where DW∗
i2
is the differential operator [17] with respect to

W∗
i2, Λi = FHcir,iFH = diag(Hi,0 · · ·Hi,N−1), and Hi,n is

the transfer function of the BS-UEi channel evaluated at the
n-th subcarrier. ΛR is a diagonal matrix ΛR = FRFH =

diag(r0 · · · rN−1) whose diagonal entry rn is the eigenvalue
of the circulant matrix R, which is given by

rn = (ρ∆τ)2 + (ρ∆τ−T )2 + 2ρ∆τρ∆τ−T cos(2πn/N). (15)

Solving (14), we obtain the optimum solution as

WH
i2 = Λ

H
i

(
ΛiΛ

H
i +

P1
P2
ΛiΛRΛ

H
i +

σ2
i

P2
IN

)−1

. (16)

For UE1 (i = j = 1), because the IUI component is removed
by SIC, the FDE matrix reduces to

WH
11 = Λ

H
1

(
Λ1Λ

H
1 +

σ2
1

P1
IN

)−1

. (17)

Because all the matrices Wi j are diagonal, all the FDEs
result in simple one-tap equalizers.

4. Power Allocation

Next, we consider power allocation among UEs. This prob-
lem has been well studied for NOMA [5], [15]. Here,
we modify the power allocation scheme of [15], which
maximizes the sum rate while satisfying the minimum re-
quired rate of each UE for application to the SC-FDE-
based ANOMA. The scheme in [15] imposes the constraint
P1 < P2 to achieve rate fairness between UEs under the
assumption that UE1 is closer to the BS than UE2. The con-
straint ensures that the power of the IUI from UE1 is smaller
than that of the desired UE2 component. In the following,
we show that we can relax this constraint because the IUI
power is reduced inANOMAand derive the power allocation
scheme under the relaxed constraint.

To this end, we need to analyze the relation between the
IUI power in z12 for ANOMA, denoted by PIUI

ANOMA, and that
for NOMA, denoted by PIUI

NOMA. The IUI power is defined
by

PIUI , E[‖FHWH
12FHcir,1

√
P1Jd(k)1 ‖

2]/N . (18)

Unfortunately, it is cumbersome to analyze the relation
in the case of MMSE-based FDE because it depends on
both ρ∆τ and Hcir,1. Therefore, we consider the case
with zero-forcing (ZF)-based FDE WH

i2 = Λ
−1
i . In the

case of NOMA, where J = IN , the IUI power becomes
PIUI

NOMA = E[‖F
HWH

12FHcir,1
√

P1d(k)1 ‖
2]/N = P1. In the

case of ANOMA, the IUI power is expressed as

PIUI
ANOMA = {(ρ∆τ)

2 + (ρ∆τ−T )
2}P1 = βPIUI

NOMA, (19)

where β , (ρ∆τ)2 + (ρ∆τ−T )2. We have a simple relation be-
tween PIUI

ANOMA and PIUI
NOMA, which depends only on ρ∆τ . Be-

cause we have β < 1, as explained later, PIUI
ANOMA is smaller

than PIUI
NOMA. Owing to the IUI reduction in ANOMA, we

can relax the power constraint as βP1 < P2.
We denote P1 and P2 as P1 = αP and P2 = (1 −

α)P, where 0 ≤ α ≤ 1 is the power allocation ratio. The
constraint for successful SIC decoding becomes α < 1

1+β
because βP1 < P2 ⇒ βαP < (1−α)P. The power allocation
problem can be expressed as

max
α

R1 + R2,

s.t. Ri ≥ R̃i, 0 < α < ᾱ, (20)

where ᾱ = 1
1+β , Ri = log2(1 + γi) is the rate of UEi, R̃i is

the minimum required rate of UEi, and γi is the signal-to-
interference-plus-noise ratio (SINR) for any 0 ≤ n ≤ N − 1
are expressed as

γ1 ,
αPdes

1

αPISI
1 + Pnoise

1
, (21)

γ2 ,
(1 − α)Pdes

2

(1 − α)PISI
2 + αPIUI

2 + Pnoise
2

, (22)

where Pdes
i , P |[Gi]n,n |

2, PISI
i , P‖([Gi]n)n‖

2, Pnoise
i ,

σ2
i ‖[Vi]n‖

2, PIUI
2 , P[G2]nR[G2]

H
n , Gi , ViHcir,i , and

Vi , FHWH
ii F. Because the optimization problem (20) is

convex, it can be solved by the Karush–Kuhn–Tucker (KKT)
condition [16]. Consequently, the optimal power allocation
ratio αopt can be obtained as follows:

αopt =


α0, α1 < α0 < min{α2, ᾱ}
α1, α0 ≤ α1 < ᾱ
α2, α2 ≤ α0 and α2 < ᾱ

(23)

where α0 is the power allocation ratio that maximizes the
sum rate f (α) = R1 + R2, and αi, i = 1,2 are the values that
achieve the minimum required rate for UEi, i.e., Ri = R̃i .
Note that R̃i in (20) has to be selected such that α1 ≤ α2 is
satisfied for the existence of αopt. We provide the derivation
of (23) in the Appendix.

5. MSE Analysis

We analyzed the performance of the SC-FDE-based
ANOMA by comparing the SC-FDE-based NOMAwith the
MMSE-based FDE in (16). Here, we consider the MSE Ji2
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in (12) at the FDE outputs of UE2 at UEi. In the case of
ANOMA, the MSE reduces to

JANOMA = P2

N−1∑
n=0

{
1 −

|Hi,n |
2P2

|Hi,n |
2(P2 + P1rn) + σ2

i

}
.

(24)

Also, the MSE of the NOMA JNOMA is obtained by setting
rn = 1,∀n in (24). Then, we obtain the following result
on the superiority of the SC-FDE-based ANOMA over the
NOMA:

Proposition 1: Given Pi and Hi,n, JNOMA > JANOMA holds
for any ∆τ.

Proof : The difference between the MSEs of NOMA and
ANOMAcan be expressed as JNOMA−JANOMA =

∑N−1
n=0 Jdiff

n ,
where Jdiff

n is

Jdiff
n =

P1P2
2 |Hi,n |

2(1 − rn)/{|Hi,n |
2(P2+P1)+σ

2
i }

|Hi,n |
2(P2 + P1rn) + σ2

i

.

(25)

When ρ∆τρ∆τ−T > 0, (15) shows that (ρ∆τ−ρ∆τ−T )2 ≤ rn ≤
(ρ∆τ + ρ∆τ−T )

2. From (7), we have

(ρ∆τ + ρ∆τ−T )
2 =

(∫ T

0
p(t)g(t)dt

)2

, (26)

where g(t) = p(t−∆τ)+p(t+T−∆τ) is p(t) circularly shifted
by ∆τ. Thus, we have

∫ T

0 g(t)2dt = 1. Then, we can obtain
(ρ∆τ + ρ∆τ−T )

2 ≤ 1 using Schwarz’s inequality. This results
in 0 ≤ rn ≤ 1, and thus Jdiff

n ≥ 0,∀n. Because the equality
holds if and only if n = 0, we can obtain

∑N−1
n=0 Jdiff

n > 0.
When ρ∆τρ∆τ−T < 0, we obtain the same result. �

Note that it can be derived from the above discussion that
β = (ρ∆τ)

2 + (ρ∆τ−T )
2 in (19) is smaller than 1.

Next, we have the following result for∆τ that minimizes
JANOMA:

Proposition 2: JANOMA is minimized when ∆τ = T/2 if
ρ∆τ > 0 and ρ∆τ monotonically decreases with ∆τ.

Proof : From (15), we have

rn = (ρ∆τ − ρ∆τ−T )2 sin2(πn/N)

+ (ρ∆τ + ρ∆τ−T )
2 cos2(πn/N), ∀n (27)

From the inequality of arithmetic and geometric means, rn
is minimized when ρ∆τ = ρ∆τ−T . Then, we have∫ T

∆τ
p(t)p(t − ∆τ)dt =

∫ T

T−∆τ
p(t)p(t − (T−∆τ))dt .

(28)

Clearly, this equality holds if ∆τ = T − ∆τ, which is equiv-
alent to ∆τ = T/2. Because ρ∆τ(ρ∆τ−T ) monotonically
decreases (increases) with ∆τ, ρ∆τ = ρ∆τ−T holds only if
∆τ = T/2. From (24), JANOMA is minimized when rn is

minimized. �

In the simulation presented in the next section, we employed
two pulse shapes: a rectangular pulse of p(t) = 1 for 0 ≤ t ≤
T and 0 otherwise and the half-sine pulse [10]. These pulses
satisfy the conditions on ρ∆τ in Proposition 2.

6. Simulation Results

Computer simulations were conducted to evaluate the per-
formance of the proposed ANOMA and compare it with
conventional NOMA and OMA, which is a two-time slot
time-division multiple-access scheme. Unless otherwise
stated, the simulation settings were as follows: N = 26,
P = 30 dBm, L1 = L2 = 3, σ2

i = −103 dBm, and τ1 = 0.
The coefficients of the channel impulse responses were
hi,l ∈ CN(0, σ̃2

l
) and σ̃2

l
= λ exp(−ηl), l = {0, · · · , Li},

where λ = Gi/
∑Li

l=0 exp(−ηl) with η = 0.23. The path
loss model used was Gi = 128.1 + 37.6 log10 r̃i dB, where
r̃i km is the distance between the BS and the UEi [18].
r̃1 = 0.15, r̃2 = 0.3. The minimum required rate was set as
the rate of the OMA defined by R̃i =

1
2 log2(1 + γOMA

i ).
Figure 3 shows the MSE of UE2 as a function of the

symbol offset difference ∆τ. We assumed fixed power allo-
cation P1 = P2 = P/2 to see the improvement achieved by
the symbol offset. We observed that the MSE of ANOMA
was always lower than that of NOMA. In addition, the MSE
could be reduced by properly setting the symbol offset, and
it was minimized at ∆τ = T/2, which agrees with our anal-
ysis. The half-sine pulse provided better performance than
the rectangular pulse when 0.3T ≤ ∆τ ≤ 0.7T .

Figure 4 shows the average SINR γ2 of UE2 as a func-
tion of the symbol offset difference ∆τ, where P1 = P2 =
P/2. We observed that the SINR of ANOMA was higher
than that of NOMA. This is because IUI was efficiently re-
duced by the symbol offset. As in Fig. 3, the effect of the
symbol offset is maximized at ∆τ = T/2 for both pulses.

Figure 5 shows the autocorrelation ρ∆τ of the pulses
and β = (ρ∆τ)2 + (ρ∆τ−T )2 as a function of the symbol offset
difference ∆τ. From Figs. 4 and 5, SINR is large when

Fig. 3 Effect of symbol offset on MSE of UE2.
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Fig. 4 Effect of symbol offset on average SINR of UE2.

Fig. 5 Effect of symbol offset on ρ∆τ and β.

β is small, and vice versa. Although a rigorous analysis
of the relation between SINR and β is difficult when the
MMSE-based FDE is used, we can derive the SINR when
the ZF-based FDE is used. The SINR can be written as
γZF

2 =
(1−α)P

βαP+Pnoise
2

. This clarifies that the SINR improves as
β decreases.

Figures 6 and 7 show the achievable rate regions when
the rectangular pulse and the half-sine pulse were used, re-
spectively, when ∆τ = T/2. It can be seen that ANOMA
could achieve a larger rate region than NOMA and OMA. In
addition, the performance of the half-sine pulse was better
than that of the rectangular pulse.

In the following simulations, we used the half-sine pulse
and ∆τ = T/2. Figure 8 shows the achievable rate of each
UEi as a function of the BS transmission power P. Both
UEs of ANOMA had higher rates than NOMA and OMA.
As the transmit power P increased, the improvements were
more evident.

Finally, we examined the effect of the power alloca-
tion scheme. Figure 9 shows an example of the sum rate
characteristics against the power allocation ratio α. The
characteristics of the NOMA are also shown, where αNOMA

X s

Fig. 6 Achievable rate regions (rectangle, ∆τ = 0.5).

Fig. 7 Achievable rate regions (half-sine, ∆τ = 0.5).

Fig. 8 Achievable rate of each UE (∆τ = 0.5).

were obtained by (23) with ᾱ = 0.5. In ANOMA, the se-
lected ratio αopt is identical to α0, which maximizes the sum
rate, because the range I within which α is constrained is
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Fig. 9 Effect of power allocation ratio α on sum rate (∆τ = 0.5).

sufficiently wide to include α0. In NOMA, αNOMA
opt is not

identical to αNOMA
0 because of the narrower range INOMA.

We found that the optimum value of αopt was larger than
αNOMA

opt , and the resulting sum rate increased by allocating
more power to the near-user UE1.

7. Conclusion

In this paper, we proposed a downlink ANOMA scheme
based on SC-FDE to enable IUI reduction, even in the pres-
ence of ISI. MSE analysis showed that ANOMA outper-
forms NOMA, and the best performance was achieved when
the symbol offset difference was ∆τ = T/2 for some pulse
shapes. Simulation results showed that ANOMA with ap-
propriate power allocation can provide a superior sum rate
compared to NOMA and OMA.

We assumed that a pulse p(t) is limited to the interval
[0,T] to avoid IBI. From the practical point of view, it is
worth investigating the application of pulses whose support
is not limited to [0,T] [11]. The performance of ANOMA
depends on the autocorrelation ρ∆τ , which is closely related
to the spectrum of the used pulse. Thus, further investigation
is desired to clarify the effect of the spectrum of the pulses
to the performance of the proposed ANOMA.
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Pdes

2 /(2
R̃2 − 1) − PISI

2 − Pnoise
2

Pdes
2 /(2R̃2 − 1) − PISI

2 + PIUI
2

. (A· 2)

Also, we can obtain the ratio α0 satisfying Dα f (α) = 0 as

α0 =

√
B2 + AC − B

A
, (A· 3)
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where Dα is the differential operator with respect to α, and
A > 0,B > 0,C > 0 are defined as

A = PISI
1 Pdes

2 (P
IUI
2 + Pdes

1 )(P
des
2 + PISI

2 )

+Pdes
1 Pnoise

1 (Pdes
2 + PISI

2 − PIUI
2 )(P

IUI
2 − PISI

2 ),

B = Pnoise
1 {Pdes

2 PISI
1 (P

IUI
2 + Pnosie

2 )

+Pdes
1 (P

des
2 + PISI

2 − PIUI
2 )(P

ISI
2 + Pnoise

2 )},

C = Pnoise
1 {Pdes

1 (P
des
2 + PIUI

2 + Pnoise
2 )(PISI

2 + Pnoise
2 )

−Pdes
2 Pnoise

1 (PIUI
2 + Pnoise

2 )}.

Next, we derive the KKT conditions [16] for (20) as
follows:

i) −Dα f (α) + µ1Dαg1(α) + µ2Dαg2(α) = 0,
ii) µ1g1(α) = 0, iii) µ2g2(α) = 0,
iv) µ1 ≥ 0, v) µ2 ≥ 0,
vi) g1(α) ≤ 0, vii) g2(α) ≤ 0,

viii) 0 < α < ᾱ,

where f (α) = R1+R2, gi(α) = R̃i−Ri , and µi is a Lagrangian
coefficient.

When µ1 > 0 and µ2 = 0, the solution αopt satisfies
g1(αopt) = 0 from ii). Thus, we have

αopt = α1. (A· 4)

Because the ratio αopt satisfies g2(αopt) < 0 from vii) and
αopt < ᾱ from viii), we obtain the following condition:

αopt < min{α2, ᾱ}. (A· 5)

When µ1 = 0 and µ2 > 0, the solution αopt satisfies
g2(αopt) = 0 from iii). Then, we have

αopt = α2. (A· 6)

Because the ratio αopt satisfies g1(αopt) < 0 from vi) and
αopt < ᾱ from viii), we obtain the following condition:

α1 < αopt < ᾱ. (A· 7)

When µ1 > 0 and µ2 > 0, the solution αopt satisfies
g1(αopt) = g2(αopt) = 0 from ii) and iii). This leads to

αopt = α1 = α2. (A· 8)

From viii), we obtain the following condition:

αopt < ᾱ. (A· 9)

When µ1 = µ2 = 0, the solution αopt satisfies Dα f (αopt) = 0
from i). Then, we obtain

αopt = α0. (A· 10)

Because g1(α0) < 0 and g2(α0) < 0 from vi) and vii), we
obtain the following condition:

α1 < αopt < min{α2, ᾱ}, (A· 11)

From (A· 5), (A· 7), (A· 8), and (A· 11), the following condi-
tion has to be satisfied for the existence of a solution:

α1 ≤ α2. (A· 12)

Then, note that the case of (A· 4) occurs when α0 ≤ α1, and
the case of (A· 6) occurs when α2 ≤ α0. Summarizing the
above results, we obtain (23).
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