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PAPER
Delay-Amplify-and-Forward Beamforming for Single-Carrier Relay
Networks with Frequency Selective Channels

Hiroki TAKAHASHI†∗, Student Member and Teruyuki MIYAJIMA††a), Member

SUMMARY In this paper, we propose a relaying strategy for single-
carrier relay networks with frequency selective channels, where each relay
node delays its received signal before amplify-and-forward processing it.
We propose a computationally efficient delay design method which reduces
the number of delay candidates. To further reduce computational com-
plexity, we develop a simplified delay design method which reduces the
number of weight computations. Also, we extend the design method to
the case where only partial channel state information of relay-to-destination
channels is available. Simulation results show that the proposed relaying
strategy outperforms a conventional amplify-and-forward relaying strategy
and achieves the performance close to that of a more complex filter-and-
forward relaying strategy. It is also shown that the proposed delay design
method achieves near-optimum performance.
key words: amplify-and-forward, distributed beamforming, relay networks,
inter-symbol interference, equalization

1. Introduction

With the recent growth of mobile data services driven by the
rapid spread of smartphones and tablets, there are increas-
ing demands for high-speed wireless systems to enhance
spectrum and power efficiency and improving network con-
nectivity over a wide area. To meet such demands, relaying
strategies have received much attention due to their attrac-
tive features such as low-cost deployment and low power
consumption [1] and have been adopted in wireless stan-
dards such as IEEE WiMAX and 3GPP LTE-Advanced [2].
Among the various relaying strategies, amplify-and-forward
(AF) [3] is the simplest scheme, where relay nodes only
amplify the signal from the source and forward it to the
destination.

If channel state information (CSI) is available at the re-
lay nodes, relay beamforming (BF) withmultiple relay nodes
further enhances the system performance due to cooperative
diversity [4]. There have been several studies on AF relay
beamforming (AF-BF) [5]–[7]. These approaches have as-
sumed that the source-to-relay and relay-to-destination chan-
nels are frequency flat. At relatively high data rate, however,
the channels are frequency selective, and inter-symbol inter-
ference (ISI) is inevitable.
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The approaches to mitigate the ISI effect in relay
networks fall into two categories. The first approach is
to employ the orthogonal frequency division multiplexing
(OFDM)-based AF relaying strategy [8], [9] where ISI can
be removed by introducing a cyclic prefix (CP), which unfor-
tunately reduces bandwidth efficiency. This strategy makes
the relay nodes more complex because of the requirement
of OFDM demodulation and remodulation at each relay
node. Also, OFDM is not a good option if the system de-
mands low peak-to-average power ratio (PAPR). In terms of
low PAPR, single-carrier transmission techniques are prefer-
able to OFDM. Block-based single-carrier transmission with
frequency-domain equalization (SC-FDE) has been applied
to AF relaying [10], [11]. Similar to OFDM-based AF relay-
ing, however, the use of CP wastes bandwidth and each relay
node requires complex operations. To the best of our knowl-
edge, AF relaying strategies for continuous single-carrier
relay networks with ISI have not been considered before.
The second approach applies the filter-and-forward (FF)-BF
technique to single-carrier transmission [12], [13]. In this
approach, relay nodes utilize finite impulse response (FIR)
filters to equalize the total channel from the source to the
destination. In [12], the FIR filters are determined by maxi-
mizing the destination signal-to-interference-plus-noise ratio
(SINR) subject to the total relay transmission power con-
straint. Also, the authors have shown that the filter design
under the individual relay power constraints can be solved
using convex optimization. The filter design requires the
instantaneous CSI of all channels. In [13], an additional
equalization at the destination is employed to improve the
performance of FF-BF. The FF-BF strategies can reduce the
ISI effect significantly at the expense of complicated pro-
cessing at relay nodes.

In this paper, we propose a simple extension of the
AF-BF strategy for continuous single-carrier relay transmis-
sion across frequency selective channels. In the proposed
relaying strategy, each relay node delays its received signal
before amplify-and-forward processing it. Unlike conven-
tional AF-BF, by setting the individual delays properly, large
gain paths in each channel can be combined to improve the
performance with a slight increase of the complexity at relay
nodes. We propose computationally efficient delay design
methods. Moreover, we consider the case where the partial
CSI of relay-to-destination channels is available as well as
the case where the instantaneous CSI is available.

The rest of this paper is organized as follows. Sec-
tion 2 describes the delay-amplify-and-forward relay net-
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workmodel. In Sect. 3, we propose the delay designmethods
using the full CSI, while in Sect. 4, the weight coefficients
designs using the full CSI are explained. Section 5 provides
the relay design using the partial CSI. In Sect. 6, simulation
results are shown, followed by the conclusion in Sect. 7.

Throughout this paper, we use the following notations:
(·)T , (·)H , and (·)∗ represent the transpose, Hermitian trans-
pose, and complex conjugate of a vector or matrix, respec-
tively. diag{a} denotes a diagonal matrix whose diagonal
entries consist of the entries of vector a. tr(A) represents the
trace of A. vec(A) forms a vector by stacking columns of A.
⊗ denotes the Kronecher product. Ia represents the a × a
identity matrix, ei is the ith column on the identity matrix,
and 0a×b indicates the a × b zero matrix.

2. System Model

We propose a single-carrier relay network where relay nodes
delay and amplify the received signals and then retransmit
them to the destination, as shown in Fig. 1. We refer to it as
delay-amplify-and-forward (DAF) relaying. The proposed
relaying strategy is applicable in situations where AF has
been used [2]. We assume that source-to-relay and relay-to-
destination channels are frequency selective and that, similar
to [6], [7], [12], no direct link between the source and the
destination is available due to path loss or heavy shadowing.

We also assume that a central node, which is placed
near relay nodes or is one of the relay nodes, has the full
source-to-relay CSI and the full/partial relay-to-destination
CSI. The central node collects all the CSI, which is estimated
at each node using pilot symbols, and determines both the
delays and the weight coefficients based on the CSI and then
feeds them back to the relay nodes. The source-to-relay CSI
is obtained by channel estimation at each relay node, and the
relay-to-destination CSI is obtained by CSI feedback from
the destination. Similar assumptions have been commonly
made in the literature [12], [13].

The relay nodes operate in a half-duplex mode. Each
transmission between the source node to the destination node
consists of two phases. In the first phase, the source node
with a single transmit antenna broadcasts its data packet to
all the relay nodes. The data symbols sk are taken from a
signal constellation with variance Ps and are assumed to be
independent, identically distributed (i.i.d.). The transmitted
symbols are received by R relay nodes, each equipped with
a single receive antenna. The received signal of the rth relay

Fig. 1 Delay-amplify-and-forward relay network.

node at time k is given by

rr,k =
L f −1∑
n=0

fr,nsk−n + ηr,k = fTr ŝk + ηr,k (1)

for r = 1, · · · , R, where fr,n is the impulse response of the
channel from the source to the rth relay node, whose length
is L f , ηr,k is an additive white Gaussian noise (AWGN) with
variance σ2

η at the rth relay node, fr =
[

fr,0, · · · , fr,L f −1
]T
,

and ŝk =
[
sk, · · · , sk−(L f −1)

]T
.

In the second phase, the relay nodes process the re-
ceived signals and retransmit them. In the rth relay node,
the received signal rr,k is delayed and amplified as

tr,k = w∗rrr,k−mr = w
∗
r fTr ŝk−mr + w

∗
rηr,k−mr (2)

where wr and mr represent the weight coefficient and the
delay of the rth relay node, respectively. We assume that
mr takes a discrete value between [0, D − 1] where D − 1
is the predetermined delay bound. Then, the rth relay node
transmits the signal tr,k from a single transmit antenna.

The received signal at the destination node equipped
with a single receive antenna at time k is given by

yk =

R∑
r=1

Lg−1∑
n=0

gr,ntr,k−n + νk (3)

where gr,n is the impulse response of the channel from the
rth relay node to the destination, whose length is Lg, and
νk is an AWGN with variance σ2

ν at the destination. The
destination node detects the data symbol sk from yk using
a simple slicer. Note that the destination does not require
complicated processing or special expensive devices such as
equalizers.

For later convenience, we rewrite the received signal in
(3) using a vector notation. Substituting (2) to (3), we have

yk =

R∑
r=1

w∗r

Lg−1∑
n=0

gr,nfTr ŝk−n−mr

+

R∑
r=1

w∗r

Lg−1∑
n=0

gr,nηr,k−n−mr + νk

=

R∑
r=1

w∗rgTr Fr s̃k−mr +

R∑
r=1

w∗rgTr ηr,k−mr
+ νk

= wHĜFsk + wHĜηk + νk (4)

where

gr =
[
gr,0, · · · , gr,Lg−1

]T
,

Fr =



fr,0 · · · fr,L f −1 0 · · · 0

0 fr,0 · · · fr,L f −1
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 fr,0 · · · fr,L f −1


∈ CLg×(L f +Lg−1),
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s̃k−mr =
[
sk−mr , · · · , sk−mr−(L f +Lg−2)

]T
,

ηr,k−mr
=

[
ηr,k−mr , · · · , ηr,k−mr−(Lg−1)

]T
,

w = [w1, · · · , wR]T ,

Ĝ =



gT1 01×Lg · · · 01×Lg

01×Lg gT2
. . .

...
...

. . .
. . . 01×Lg

01×Lg · · · 01×Lg gTR



∈ CR×LgR,

F =



0Lg×m1 F1 0Lg×(mmax−m1)
...

...
...

0Lg×mR FR 0Lg×(mmax−mR )


∈ CLgR×(L f +Lg−1+mmax),

sk =
[
sk, · · · , sk−(L f +Lg−2)−mmax

]T
,

mmax = max{m1, · · · ,mR},

ηk =
[
ηT1,k−m1

, · · · , ηTR,k−m1

]T
.

Suppose that an element of sk , say sk−δ where δ is a decision
delay, is the desired symbol at time k, and thus the other
elements correspond to ISI. More specifically, let f̄δ denote
the (δ + 1)th column of F and let F̄1 and F̄2 contain the
remaining columns of F such that F =

[
F̄1 f̄δ F̄2

]
. Then, (4)

can be rewritten as

yk = wHĜ
[

F̄1 f̄δ F̄2
] 

s̄δ,1,k
sk−δ
s̄δ,2,k


+ wHĜηk + νk

= wHĜf̄δ sk−δ︸         ︷︷         ︸
yS,k : desired signal

+wHĜF̄s̄δ,k︸       ︷︷       ︸
yI,k : ISI

+wHĜηk + νk︸          ︷︷          ︸
yN,k : noise

(5)

where F̄ =
[
F̄1 F̄2

]
, s̄δ,k =

[
s̄T
δ,1,k s̄T

δ,2,k

]T
, s̄δ,1,k =

[sk, · · · , sk−δ+1]T , s̄δ,2,k =
[
sk−δ−1, · · · , sk−(L f +Lg−2)−mmax

]T
.

In (5), there are three components corresponding to the de-
sired signal, ISI, and noise components, respectively. We
can intentionally change the total channel from the source
to the destination by changing the delays {mr } as well as
the weight coefficients {wr }. Our goal is to maximize the
destination SINR by properly determining both the delays
and the weight coefficients:

SINR =
E

[��yS,k ��2
]

E
[��yI,k ��2

]
+ E

[��yN,k ��2
] . (6)

3. Delay Design Using Full CSI

Let us consider the delay design when the instantaneous CSI
of all channels { fr,k, gr,k } is available. Before proceeding,
we define a composite channel hr,k consisting of two physical
channels fr,k and gr,k as

hr,k =
L f −1∑
n=0

fr,ngr,k−n, k = 0, 1, · · · , L f + Lg − 2 (7)

and form a vector hr =
[
hr,0, · · · , hr,L f +Lg−2

]T
. Using the

above notation, we obtain a composite channel matrix as

H =



01×m1 hT
1 01×(mmax−m1)

01×m2 hT
2 01×(mmax−m2)

...
...

...
01×mR hT

R 01×(mmax−mR )



= ĜF

∈ CR×(L f +Lg−1+mmax) . (8)

The desired and ISI components can be represented as

h̄δ = Ĝf̄δ, (9)
H̄ = [H̄1 H̄2] = ĜF̄, (10)

respectively, where h̄i is the (i + 1)th column of H, and
H̄1 and H̄2 are the remaining columns of H such that H =
[H̄1 h̄δ H̄2].

3.1 Proposed Delay Design Method

Given the delay bound (D−1), the total number of candidates
of delays {m1, · · · ,mR} is DR. The larger D and R are, the
better the performance we can expect. However, as D and
R increase, the computational complexity to choose the best
delays among the candidates becomes extremely high.

Now, we propose a computationally efficient method to
determine the delays. The basic idea is to effectively reduce
the number of delay candidates by focusing on only large
gain paths in hr , and then choose one with the maximum
SINR. The proposed procedure is summarized as follows:

Step1) Set δ ∈ [0, D−1] and K ∈ [1,min(L f +Lg−1, δ+1)].
Find the K largest gain paths in each composite channel
hr,k for k = 0, · · · , δ.

Step2) Determine KR delay candidates such that the chosen
paths are aligned at the predetermined time bin δ after
delay processing.

Step3) For each candidate, solve the weight optimization
problem described in Sect. 4.

Step4) Among the candidates, select the delays and weight
coefficients, which provide the maximum SINR.

For easy understanding, we show an example of Steps
1 and 2 in Fig. 2 where each physical channel length is L f =

Lg = 3, the composite channel length is L f + Lg − 1 = 5,
the number of relays is R = 3, the number of chosen paths is
K = 2 and δ = 4.

• In Step1, we choose K = 2 largest paths in each channel;
{h1,2, h1,3}, {h2,2, h2,4} and {h3,3, h3,4} in Fig. 2(a).

• In Step2, we set the delays. For the channel h1,k , m1
can be 2 or 1. If m1 = 2, the largest gain path h1,2 is
placed on the time bin δ = 4. If m1 = 1, the second
largest gain path h1,3 is placed on the time bin.

• Similarly, m2 can be 2 for h2,2 or 0 for h2,4; m3 can be
1 for h3,3 or 0 for h3,4.

• Figure 2(b) shows the case of (m1,m2,m3) = (2, 0, 1),
where h1,2, h2,4 and h3,3 are aligned at the time bin
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Fig. 2 Example of Steps1 and 2 of the proposed delay design method. (a) Choose K = 2 largest
gain paths in each original channel. (b) Align the chosen paths at the time bin δ = 4 where delays are
(m1,m2,m3) = (2, 0, 1). There are 7 other delay candidates since KR = 8.

δ = 4.
• There are 8 (KR = 23) combinations of (m1,m2,m3) =

(1, 0, 0), (1, 0, 1), (1, 2, 0), (1, 2, 1), (2, 0, 0), (2, 0, 1),
(2, 2, 0), (2, 2, 1).

Let us discuss the choice of parameters, K, δ and D.
As K increases, not only the performance improves but also
the complexity increases. Thus, K should be chosen by
taking into account both the required performance and the
complexity. On the other hand, improved performance can
be expectedwhen the largest paths in each composite channel
are aligned at the same time bin. To do so, δ should be at
least the same as the length of composite channels, i.e.,
δ ≥ L f + Lg − 2. Since demodulation delay should be as
small as possible, we set δ = L f +Lg−2. To obtain such δ, we
should set D−1 ≥ L f +Lg−2. Since a large D is undesirable
in terms of complexity, we set D−1 = L f +Lg−2. Note that
although these choices are not always the best, they serve as
a useful guideline.

Note that the proposed method can reduce the number
of delay candidates to KR from DR. The computational
complexity of the proposed method is C1 + Cw × KR where
C1 = O(L f + Lg − 1) × K R represents the computational
complexity of the computation at Step1, and Cw represents
the computational complexity required to solve the weight
coefficients optimization problem as explained later.

3.2 Simplified Delay Design Method

At Step3 in the proposed delay design method, we require to
solve the weight optimization problem KR times. To further
reduce computational complexity, we propose a simplified
method whose idea is to evaluate the signal-to-interference
ratio (SIR), which does not require the weight computation,
rather than the SINR. After Steps 1 and 2 in Sect. 3.1, the
following steps are performed:

Step3’) For each candidate, evaluate SIR defined as

SIR =
h̄δ

2∑
i=0,i,δ

���h̄
H
δ h̄i

���
. (11)

Step4’) Among the candidates, select the delays that maxi-
mize SIR.

Step5’) Using the delays, solve the weight optimization
problem described in Sect. 4.

The SIR in (11) can be obtained by settingw = h̄δ in (5), i.e.,
maximum ratio combination (MRC). The delays obtained by
the above procedure might provide suboptimal performance
since MRC does not take into account ISI. Nevertheless, this
method is computationally more efficient than the method
in Sect. 3.1 because it requires the weight computation only
once. Actually, the computational complexity of this method
is C1 + C2 + Cw where C2 = O(R) × KR represents the
computational complexity of the computation at Step3’.

4. Weight Design Using Full CSI

As in the previous section, we assume that the instantaneous
CSI of all channels { fr,k, gr,k } is available. Before pro-
ceeding, we express the relay transmission powers and the
destination SINR in terms of w. From (1) and (2), the in-
dividual transmission power E

[��tr,k ��2
]
of the rth relay node

and the total transmission power of all relay nodes can be
obtained as

pr (w) = w∗r
(
PsfTr f∗r + σ2

η

)
wr = wHArw, (12)

P(w) =
R∑

r=1
pr (w) =

R∑
r=1

wHArw = wHAw, (13)

respectively, where Ar = PsEr F̂F̂HEH
r + σ

2
ηErEH

r , A =∑R
r=1 Ar = PsF̂F̂H + σ2

ηIR, Er = diag{er }, and
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F̂ =



fT1 01×L f · · · 01×L f

01×L f fT2
. . .

...
...

. . .
. . . 01×L f

01×L f · · · 01×L f fTR



∈ CR×L f R .

Given delays mr , the SINR in (6) is given by

SINR(w) =
wHQSw

wHQIw + wHQNw + σ2
ν

(14)

where QS,QI and QN are derived from (5) as

QS = PsĜf̄δ f̄Hδ ĜH = Psh̄δ h̄H
δ ,

QI = PsĜF̄F̄HĜH = PsH̄H̄H,

QN = σ
2
ηĜĜH .

To determine weight coefficients wr for given delays mr , we
use the commonmethods, which were applied to FF relaying
in [12]. In the following, we briefly review the methods.

4.1 SINR Maximization Under Total Power Constraint

The first approach is to maximize the destination SINR sub-
ject to the constraint that the total relay transmission power
P does not exceed its maximum relay transmission power
budget Pmax. This problem can be expressed as

max
w

SINR(w) s.t. P(w) ≤ Pmax. (15)

Using (13) and (14), we obtain the optimum weight coeffi-
cients vector and the maximum destination SINR as [12]

wopt =
√

PmaxA−1/2P
{
Q̃

}
, (16)

SINRmax = Lmax
{
Q̃

}
, (17)

respectively, where P{·} and Lmax{·} denote the nor-
malized principal eigenvector of a matrix and the
largest eigenvalue of a matrix, respectively, and Q̃ =(
Q̃I+N +

(
σ2
ν/Pmax

)
IR

)−1
Q̃S, Q̃S = A−1/2QSA−1/2, and

Q̃I+N = A−1/2(QI+QN)A−1/2. The computational complex-
ity required to solve (15) is dominated by the computation
of eigenvalue decomposition. Therefore, the computational
complexity is Cw = O(R3).

4.2 SINR Maximization Under Individual Power Con-
straints

In the second approach, we impose the constraints that the
transmission power of each relay node pr does not exceed its
maximum relay transmission power budget pr,max. This is
suitable for the case where the battery lifetime of each relay
node is important. This problem can be expressed as

max
w

SINR(w) s.t. pr (w) ≤ pr,max, r = 1, · · · , R, (18)

and can be solved by the following bisection method [7]:

1) Set the initial interval [τl, τu] = [0,
√

SINRmax(Pmax)].

Table 1 Computational complexity comparison.
design phase communication

weight delay phase
DAF O(R3) × KR O(L f + Lg − 1) × KR 1
+ MSINR
DAF O(R3) O(L f + Lg − 1) × KR 1
+ MSIR + O(R) × KR

AF O(R3) — 1
FF O(L3

wR3) — Lw

2) Set τ = (τl + τu)/2.
3) Solve the following second-order cone programming

(SOCP) problem:

find ŵ
s.t.

√
PsŵH ĥ ≥ τ ‖Uŵ‖ ,
‖Vr ŵ‖ ≤ √pr,max, r = 1, · · · , R,

ŵHe1 = 1 (19)

where ŵ =
[
1,wT

]T
, ĥ =

[
0, h̄T

δ

]T
, V̂r = [0R×1,Vr ],

Vr = A1/2
r , and U is the Cholesky factorization of

B =
[

σ2
ν 0T

R×1
0R×1 QI +QN

]
. If it is feasible, τl = τ,

otherwise τu = τ.
4) Repeat 2) and 3) until (τu − τl) < ε .

SINRmax(Pmax) is obtained by (17) with Pmax =
∑R

r=1 pr,max.
The allowed error tolerance value ε is set to a small value.
Note that the problem (19) can be efficiently solved by using
an SOCP solver such as SeDuMi [14] together with the mod-
eling language YALMIP [15]. Its worst-case complexity is
Cw = O(R3.5).

4.3 Complexity Analysis

The computational complexity of the various schemes is
summarized inTable 1, where the total power constraint is as-
sumed. “DAF + MSINR” and “DAF + MSIR” represent the
proposed delay design method in Sect. 3.1 and the simplified
method in Sect. 3.2, respectively. In the weight/delay design
phase, the computational complexity of the DAF scheme can
be higher than that of AF and FF. For small K , however, the
computational increase of DAF is acceptable. Also note that
this computation is performed not at relay nodes but at a
central node, and is not required as long as the channels do
not change. The computational complexity in the commu-
nication phase is more important since it is required at each
relay node. As can be seen from the table, the DAF relay
nodes require less computation than the FF relay nodes.

5. Relay Design Using Partial CSI

In Sects. 3 and 4, we assumed that the instantaneous CSI
of all channels is available. It is not always easy to obtain
the instantaneous CSI, especially for the relay-to-destination
channels {gr,k } when the destination node is a mobile termi-
nal. In this section, we consider the case where only partial
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CSI of the relay-to-destination channels is available.
We employ the following model for the impulse re-

sponse of the channel from the rth relay node to the destina-
tion [7]:

gr,n =

√
1

1 + α
ḡr,n +

√
α

1 + α
g̃r,n (20)

where ḡr,n and g̃r,n are the mean and variable components
of the complex path gain, respectively, and α is a parameter
which determines the level of uncertainty. In the case of
α = 0, there is no variable component and it corresponds
to the case of full CSI. As α increases, the deviation from
the mean value becomes larger and the channel uncertainty
becomes more severe. To prevent performance degradation
in this case, we propose the delay and weight design methods
based on the knowledge of the mean ḡr,n and the second-
order statistics (SOS) E

[
gr,ng

∗
r′,n′

]
of gr,n.

5.1 Delay Design Using Partial CSI

To determine the delays, we propose to use the mean value
ḡr,n instead of the instantaneous value gr,n. We consider the
following composite channels:

h̆r,k =
L f −1∑
n=0

fr,nḡr,k−n. (21)

Using the composite channels based on the mean ḡr,n, we
can determine the delays by the methods in Sect. 3.

5.2 Weight Design Using Partial CSI

To derive the destination SINR, first, we calculate the desired
signal power. The desired signal in (5) can be rewritten
as yS,k = gTW̄H f̄δ sk−δ where g =

[
gT1 , · · · , g

T
R

]T
, W̄ =

W ⊗ ILg , and W = diag{w}. Then, the desired signal power
is given by†

E
[��yS,k ��2

]
= Ps f̄Hδ W̄E

[
g∗gT

]
W̄H f̄δ

= Pstr
(
W̄H f̄δ f̄Hδ W̄Φ∗g

)
= Ps

{
vec

(
W̄∗

)}T (
ΦH

g ⊗ f̄δ f̄Hδ
)

vec
(
W̄

)
= PswHE

(
ΦH

g ⊗ f̄δ f̄Hδ
)

EHw

= wHQS,SOSw (22)

where

QS,SOS = PsE
(
ΦH

g ⊗ f̄δ f̄Hδ
)

EH,

Φg = E
[
ggH

]
=

1
1 + α

(
ḡḡH + αILgR

)
,

E =
[
E1,1 · · ·E1,Lg · · · ER,1 · · ·ER,Lg

]

∈ RR×L
2
gR

2
,

†trace(ABCD) = [vec(AT )]T (DT ⊗ B)vec(C) is used.

Table 2 Simulation parameters.
Modulation scheme QPSK
Maximum total relay power: Pmax 10 dB
Number of relays: R 7
Channel length: L f , Lg 5
Delay bound: D − 1 8
Decision delay: δ (AF, DAF) (4, 8)

Er,l =
[

0LgR×(r−1) e(r−1)Lg+l 0LgR×(R−r )
]T

∈ RR×LgR,

ḡ =
[
ḡT1 , · · · , ḡ

T
R

]T
, and ḡr

[
ḡr,0, · · · , ḡr,Lg−1

]T
. Similar to

(22), the power of the ISI and noise components become

E
[��yI,k ��2

]
= wHQI,SOSw, (23)

E
[��yN,k ��2

]
= wHQN,SOSw (24)

where

QI,SOS = PsE
(
ΦH

g ⊗ F̄F̄H
)

EH,

QN,SOS = σ
2
ηE

(
ΦH

g ⊗ ILgR

)
EH .

We can apply the weight optimization problem (15) using
(22)–(24).

6. Simulation Results

We conducted simulations to evaluate the performance of
the DAF relaying strategy. Unless otherwise stated, the sim-
ulation parameters in Table 2 were used††. The noise powers
were assumed to be σ2

η = σ
2
ν = 1; the source transmission

power Ps was 10 dB higher than the noise power; and Pmax
in dB is relative to σ2

η = σ
2
ν . The channel tap coefficients

were modeled as fr,k ∼ CN (0, 1), gr,k ∼ CN (0, 1). The
performances are evaluated by bit error rate (BER) rather
than SINR, which is closely related to BER. BER was ob-
tained by averaging over at least 100 simulation trials where
each trial has different channels and different data.

First, we consider the case where the full CSI of all
channels is available and the weight design method under
the total relay power constraint in Sect. 4.1 is used.

Figure 3 demonstratesBER for various decision delay δ.
As the composite channel length is L f +Lg−1 = 9, δ can take
between [0, 8]. For AF, δ = 4 is the best because the middle
path of composite channels is likely to be the largest gain
path in the used channel model, while δ = L f + Lg − 2 = 8
for DAF provides the best performance as expected.

Figure 4 displays the effect of the number of chosen
paths K on BER. Even if K = 1, the proposed methods out-
perform AF, and their performances improve as K increases.

In Fig. 5, the effect of the number of relays R on BER
is shown. From this figure, we can see that BER improves
by increasing R. Also, the required number of relays which
††D − 1 and δ were set to the optimum values. R and K were

chosen by considering the tradeoff between complexity and perfor-
mance. For environment-dependent parameters Ps , Pmax, L f and
Lg, their values were just an example.
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Fig. 3 Influence of decision delay δ on BER.

Fig. 4 Effect of the number of chosen paths K on BER.

Fig. 5 Effect of the number of relays R on BER.

achieves 10−3 of BER is 11 for AF, and 7 or 8 for DAF. This
suggests that we can reduce the number of relays by DAF.

Figure 6 demonstrates BER for various maximum total
relay transmission power Pmax, where R = 5, L f = Lg =
2, D − 1 = 4, and δ(AF,DAF) = (1, 2). In this figure,
“FF” represents the FF scheme using FIR filter of length
Lw , “DAF + Optimum” represents the case where we solve
(15) using the best delays among DR possible combinations

Fig. 6 BER versus maximum total relay transmission power Pmax.

Fig. 7 BER in the case of individual relay power constraints.

of the delays, and “DAF + Random” represents the case
where each delay mr is randomly set from [0, D − 1]. It
can be seen that the DAF scheme is superior to AF and can
achieve almost the same performance as FF with Lw = 2.
Note that the complexity of the DAF relay nodes in the
communication phase is half of that of the FF relay nodes.
When the delays are set randomly, the performance is very
poor. The performance of DAF using the proposed MSINR
method achieves the performance by the optimumdelays, and
the performance of the proposed MSIR method is slightly
inferior to that of the MSINR method.

Figure 7 shows the BER performances under the in-
dividual relay power constraints, where we used the same
parameters as the previous example and ε = 10−3. In this
simulation, we assumed that all the relay nodes have the
same maximum transmission power budget, i.e., p1,max =
· · · = pR,max = pmax, and pmax = Pmax/R. Similar to Fig. 6,
the DAF scheme outperforms AF and achieves the perfor-
mance close to that of FF. However, the BER performances
with the individual relay power constraints are a little infe-
rior to those with the total relay power constraint because the
individual power constraints are tighter than the total one.

Second, we consider the case where the partial CSI
of the relay-to-destination channels is available. The mean
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Fig. 8 Influence of uncertainty in the channel coefficients gr,n

component ḡr,n was generated according to CN (0, 1) only
once per simulation trial, and 100 realizations of the variable
component ĝr,n were generated according to CN (0, 1) for
each ḡr,n.

The BER performances for various α are shown in
Fig. 8. As α increases, the channel uncertainty becomes
severe and the performances degrade. Also, we can see that
DAF with α = 10−1 outperforms AF with full CSI (α = 0).
Therefore, DAF is more robust to the channel uncertainty
than AF.

7. Conclusion

In this paper, we proposed a delay-amplify-and-forward
beamforming strategy for continuous single-carrier relay
transmission across frequency selective channels. We also
proposed computationally efficient delay design methods.
Moreover, we considered the relay design using the partial
CSI. It was shown that the proposed relaying strategy has
better performance than the conventional AF relaying and
achieves almost the same performance as a more complex
FF relaying. Furthermore, the proposed delay designmethod
achieved near-optimum performance.
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